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ABSTRACT

Effective and efficient representation of the low-level features

of groups of frames or shots is an important yet challenging task 

for video analysis and retrieval. Key frame-based representation

is limited by the difficulties in shot boundary detection of

gradual transition and a variety of ways in key frame extraction. 

In this paper, we employ the mean shift-based mode seeking 

function to develop a new approach for compact representation

of the video segment. The proposed video representation is 

motivated by recognizing that, on the global level, humans

perceive images only as a combination of few most prominent 

colors. We exploit the spatiotemporal mode seeking in feature

space to simulate “subjectivity” of human decisions to video

segment retrieval and identification. The effectiveness of video 

representation and matching scheme is shown by initial 

experiments on replay detection in broadcast sports video. 

1. INTRODUCTION

Content-based image and video browsing and retrieving has 

emerged as a challenging area in multimedia and computer

vision. Various systems have been proposed such as QBIC [1],

Photobook [2], and Virage [3]. These systems represent images 

via a set of low-level feature attributes (e.g. color, texture, shape,

etc.). A retrieval is performed by matching the feature attributes

of the query with those of the database images. Unlike an image,

a video sequence consists of large amounts of frames. It

becomes necessary to represent groups of frames or shots in a

video with effective and efficient approaches. It is customary to 

describe the visual and color content of shots using key frames 

and key frame histograms, respectively [4]. While some

researchers employ color-, motion-, and/or object-based criteria 

for appropriate key frame selection [5, 6], the underlying

ambiguities in shot boundary detection and key frame extraction 

cause the variations and arbitrariness in the key-frame based

representations.

Many studies have discovered that, when viewing the global 

color content, human visual system eliminates fine details and

average colors within small areas [7]. Hence, on the global level,

humans perceive images only as a combination of few most

prominent colors. These findings motivate us to address the 

issue of video representation from the viewpoint of dominant 

features (e.g. color, motion, texture, etc.) in the context of

groups of frames. There is a close relationship between 

dominant features detection and mode seeking in the feature 

space. In order to avoid the variations in the key-frame based

representations, a more favorable approach is to consider the 

features of all the frames for seeking dominant modes to

represent video content. 

The histogram is the simplest and the most often used feature 

representations. It is often employed in combination with the 

Euclidean distance as a measure of dissimilarity, providing

undemanding yet efficient retrieval method [8, 9]. However, the 

histogram representation does not match human perception very

well and lacks discriminatory power in retrieval of large image

and video databases. This weakness together with inefficient use 

of the data makes it necessary to use alternatives to histograms.

In this paper, we present a compact representation of the video

content by employing the mode seeking function of mean shift 

procedure [10]. The comparison of two groups of frames is

transformed into the distance measure between two sets of

spatio-temporal feature modes. One of the main advantages of 

the proposed representation is that, unlike key frame histograms, 

it is uniquely defined by the kernel bandwidth parameter for a 

given set of frames, and thus provides a consistent standard 

feature set. Another advantage is the appropriate exploitation of 

spatio-temporal context information, which is taken into account 

by the multivariate kernel in the joint domain. Once the feature 

modes in a video sequence are identified, it is straightforward to 

employ the Earth Mover’s Distance (EMD) [11] or the Optimal

Color Composition Distance (OCCD) [7] to measure the video

clip dissimilarity according to the resulting feature modes. We

employ the proposed representation and matching scheme to 

detect replay scene in broadcast sports video. 

This paper is organized as follows. In Section 2, we present a 

brief review of the mean shift procedure. In Section 3, we

present the compact video representation scheme. To initially

evaluate the effectiveness of this scheme, we propose the

application of replay detection in broadcast sports video in 

Section 4. Finally, we conclude this paper in Section 5. 

2. MEAN SHIFT PROCEDURE 

Bayes’ theorem is the basis of the statistical approach to pattern 

recognition. Its importance lies in the fact that it re-expresses the 

posterior probabilities in terms of quantities, i.e. the prior 

probability and the class-conditional probability, which are often 

much easier to calculate. For modeling the class-conditional 

probability, we have to consider the problem of estimating a

probability density function , given a finite number of data 

points

)(xp

NnX n ,,1, drawn from that density function. 

The histogram is the oldest and most widely used density

estimator. The histogram representation is to estimate the class-

V - 7090-7803-8484-9/04/$20.00 ©2004 IEEE ICASSP 2004

➠ ➡



Figure 1 illustrates the proposed video representation scheme.conditional probability with the histogram method. However, the 

discontinuity of histograms requires the selection of the 

boundaries of the bins in advance of observing the data. It is

unlikely that they represent true structure in the distribution.

Another serious problem is the huge number of data points to 

obtain a density estimate in high dimensions. Most of the bins 

would be empty, and thus it leads to inefficient use of the data. 

As shown in Figure 1, this scheme includes three main stages:

video segmentation, spatio-temporal feature mode seeking, and 

matching. The proposed scheme produces unique features in 

three aspects:

A generalized approach to abstract groups of video frames 

using dominant feature modes is proposed. Unlike key frame

histograms, it is quite compact, and avoids the weakness (as

discussed in Section 2) inherent to the histogram methods. 

Apart from the histogram, the kernel estimator is quite elegant 

and of wide applicability. The mean shift procedure is derived

by the density gradient estimation. Note that the discontinuity of 

histograms causes extreme difficulty if derivates of the estimates

are required. 

The spatio-temporal mode seeking using the multivariate

kernel in the joint spatial-range domain elegantly takes into 

account the video context information. 

Given n data points in the d-dimensional spaceniXi ,,1,
dR ,

the multivariate kernel density estimator with kernel and

window width is given by

)(xK

h

The dominant modes-based representation transforms the 

comparison between two groups of frames to the distance

measure between sets of elements. The EMD and OCCD 

metrics were employed to solve the optimal mapping problem. 
n
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We next describe these stages. 

3.1 Video SegmentationFor the Epanechnikov kernel, the density gradient estimate 

becomes
A generic mechanism for segmenting video into groups of 

frames is through the popular shot-based representation model.

Various shot-boundary detection algorithms were proposed [13].

Once the shot boundaries are identified, we can perform the 

mode seeking within a shot followed by the matching at the shot 

level as shown in Figure 1. 
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where the region S  is a hypersphere of radius  having the 

volume , centered on

)(xh
h

d

d ch x , and containing data points. The 

last term

xn
However, robust algorithms for detecting various types of shot

boundaries have not been found yet [13]. An alternative is to

perform the uniform segmenting of video. The length of a

segment can be controlled by the user. This is similar in spirit to 

the uniform video sub-sampling for key frames extraction in [8].

The statistical modeling may be used to represent the context of 

a set of consecutive segments [14]. The mode seeking can 

reduce the computational complexity in statistical learning. 

xX
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)(M                                   (3) 

is called the sample mean at . The repeated movement of 

data points to the sample means is called the mean shift 

procedure [12]. The mean shift vector always points towards the 

direction of the maximum increase in the density. In [12], Cheng 

has shown that the mean shift is a mode-seeking process on a 

surface constructed with a “shadow” kernel and studied the

convergence for mean shift iteration. Since efficient mean shift 

computation requires efficient range searching, Comaniciu et al. 

[10] proposed a computational module of the mean shift

procedure, and successfully applied it to two low-level vision

tasks: discontinuity preserving filtering and image segmentation.

Xx

3.2 Spatio-temporal Feature Mode Seeking 

We restrict our analysis to visual cues, i.e. color, motion,

texture. The goal of this stage is to obtain representative modes 

by the spatial-temporal feature clustering. After clustering, only

a small number of dominant features remain. Each representative

feature mode and its corresponding percentage form a pair of 

attributes that describe the prominent characteristics within a 

video shot or segment. The dominant mode descriptor is defined 

to be 

3. VIDEO REPRESENTATION SCHEME 

Frames

Shots or

segments

Matching Retrievals
Identification

or retrieval

Spatio-temporal

feature modes

NipcMode ii ,,1,,                             (4) 

where is the total number of dominant modes, c is a feature 

vector, is its percentage, and . can vary from shot

to shot. We can call the descriptor as video signature.

N

p

i

i 1
i iP

Mode

N

In [15], we introduced a cone-shaped motion vector space

(MVS) to represent motion vector fields (MVF). The MVS space

provides a visualized representation of the MVF, and transforms 

the integrated analysis of motion and texture cues to the problem

of feature space analysis. Thus, a video frame is typically

represented as a two-dimensional lattice of p-dimensionalFigure 1. Mean-shift based video representation scheme.
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vectors. The space of the lattice is known as the spatial domain, 

while the color, motion, or texture information is represented in 

the range domain. 

where  are the associated feature points ofC ,  is the

cluster centre of C , is the number of feature points in C .

It is easy to represent the dominant mode descriptor in Equation

(4) using the spatio-temporal modes in Equation (8). 

O Y

N

MODE3.2.1. Spatial feature clustering

We employ the joint domain kernel 3.2.3. An example of color characterization
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As we have discussed above, the goal of mode seeking is to 

learn an effective representation of training data itself. The

modes are expected to capture the prominent features which 

achieve the invariance properties from large amounts of data. 

Various tasks can be based on this mode-based representation, 

such as semantic shot classification, color characterization, etc. 

to perform mean shift clustering of color pixels and motion 

vectors within each image frame, where and are the spatial

part and range part respectively, h  and h  are the kernel 

bandwidths, is the normalization constant. According to the 

clustering results, each image frame  can be represented by

sX rX

rs

jF

C Here is an example of color characterization in tennis video. We

choose a series of continuous image frames as training data.

Through the spatio-temporal color mode seeking, we capture the 

dominant color modes as shown in Figure 3(a) (b). For each 

incoming frame, we employ the K-nearest-neighbor rule to 

detect selected color modes. As shown in Figure 3(c), we can 

determine the court view shot according to the ratio of colors

belonging to court color modes. The duration of testing video is 

about 120 minutes, and 386 court view shots are included. We 

get the results of Recall 98.7% and Precision 97.2 %.

iiiimiij rcoAAF ,,,
,,1

(6)

, where o  denotes the pixels or motion vectors associated with

the cluster ,

i

iA ic is the average color or motion vector of o ,

is the normalized cluster size of , .

i ir

iA 10,1
1
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Figure 2. Examples of spatial feature clustering. (a) Frames with

intruding graphics at the beginning and end of a replay scene; (b)

frames after color-based spatial clustering; (c) (d) motion-based

spatial clustering in the MVS space [15] ( From left to right: frames

overlapped with motion vectors, MVS representation, and the 

resulting MVF after spatial clustering). 

Figure 3. An example of color characterization in tennis video. (a)(b)

3D and 2D representations of dominant color modes corresponding 

to tennis court color (the training data comprises 5000 continues

image frames), (c) the percentage curve of tennis court color, green 

bars indicating the court view shot boundary. 

3.2.2. Temporal feature clustering 3.3 Matching

We employ the joint domain kernel in Equation (5) to perform 

temporal mean shift clustering of spatial modes
Video similarity matching can be considered at two levels: the 

shot and sequence levels. The sequence-level matching relies on 

the shot-level matching and sliding window algorithms such as

text tiling [16]. Currently, we focus on the shot-level matching.)(,,1;,,1 jmikjijVS ,
ijijij rc ,V                       (7) 

We transform the shot-level matching into the distance measure

between sets of elements. As video content has been represented 

using feature modes in Equation (4) and (8), it is straightforward 

to apply the EMD or OCCD to the matching between two sets of 

modes. The EMD and OCCD metrics were originally used to

measure the difference between two images in terms of color 

components [7, 11]. They provide a metric for distributions. The 

EMD uses linear programming to compute the optimal mapping, 

while the OCCD uses weighted graph matching to compute the 

optimal mapping. The advantage of the weighted graph 

matching is its guaranteed algorithm complexity ofO .)( 3n

obtained from the spatial feature clustering on a series of image

frames
kjjF

,,1

ijV

, where denotes the cluster number in 

, denotes the spatial cluster i in the frame

)( jm

jF j . Different 

from the spatial clustering, the range part is the mode feature and 

the spatial part is the mode percentage. Their different nature has 

to be compensated by proper normalization.

Suppose the results of temporal feature clustering contain M

clusters , cluster C contains feature points. 

We have , is the total number of feature points. 

. Finally we obtain spatio-temporal modes 

MC ,,1
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M

1
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The distance measures from multiple visual attributes can be 

integrated to improve sufficient discriminatory information. A 

simple approach is taking a weighted average. Different weight 

assignments may reflect different user requirements. NYOModeModeMODE
M

,,,
,,1

        (8) 
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4. APPLICATION: REPLAY DETECTION 5. CONCLUSION

We employ the video representation scheme to identify replay

scenes in broadcasted sports video. In general, it might be of

great difficulty to classify scenes into either live or replay by

means of image analysis. An alternative is to represent and 

identify the special digital video effects (SDVE) inserted at the 

beginning and end of a replay scene. 

We have proposed a new approach for video representation. Its 

effectiveness has been initially shown by detecting replay scenes

in broadcast sports video. The mean shift-based mode seeking 

provides a generalized approach to abstract groups of video 

frames using dominant feature modes. Unlike key frame 

histograms, it is quite compact, and avoids the weakness 

inherent to the histogram methods. Moreover, the spatio-

temporal mode seeking elegantly incorporates the video context 

information. We believe that the proposed compact 

representation can be widely used in content-based video

indexing and retrieval, such as shot classification, video trailer 

identification, and video query, etc. Currently, we are studying

the roles of mean shift kernel bandwidth selection in the multi-

scale video structure analysis.

As shown in Figure 2(a), the overlapped ‘flying graphics’ is a

typical kind of SDVE. To obtain robust and distinguishable

representation of the SDVE, we choose a set of SDVE video

segments as training data, and employ the spatio-temporal mode 

seeking to capture dominant colors that best describe the overall 

color appearance. And then we employ a sliding window to 

perform EMD based similarity matching between the resulting 

color modes and the segments within a window over the whole 

video data. 
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