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Abstract—Computer-assisted automatic diagnosis will play 
an important role in diagnosis and treatment of critical ill 
patients. Multivariate autoregressive modeling (MAR) has 
been performed on two-lead ECG signals. MAR coefficients 
and K-L transformation of MAR coefficients have been used 
as ECG features for classification. Five types of ECG 
signals were obtained from MIT-BIH database, namely 
normal sinus rhythm, atria premature contraction, premature 
ventricular contraction, ventricular tachycardia, and
ventricular fibrillation. A quadratic discriminant function 
(QDF) based classification algorithm was employed in this 
study. The results show MAR coefficients produced slightly 
better results than K-L transformation of MAR coefficients. 
The accuracy of classification based on MAR coefficients 
was 96.6% to 99.3%.
Key words : ECG signals, Multivariate Autoregressive
Modeling, Quadratic discriminant function, Classification

INTRODUCTION
Automatic discrimination of rhythms in

Electrocardiogram (ECG) signals will play an important role 
in diagnosis and treatment of critical ill patients. Those
arrhythmias like ventricular tachycardia (VT) and
ventricular fibrillation (VF) are most dangerous. Other
arrhythmias including premature ventricular contraction
(PVC) and atria premature contraction (APC) are not so 
lethal, but are also important for diagnosing the heart 
diseases . In fact, even small improvements to the reliability 
of such algorithms will translate into lives being saved.
Various studies have been done for classification of various
cardiac arrhythmias, such as correction waveform analysis
[1], total least squares based Prony modeling algorithm [2],
and complexity measures etc.[3]. Generally, these
techniques classify two or three arrhythmias only and are 
difficult to implement and compute. Multivariate
autoregressive modeling (MAR) has been widely used to 

model bio -signals  for analysis . Two-lead ECG signals
contain more information than one-lead ECG signals . Thus,
the accuracy and reliability of detecting various arrhythmias 
can be improved by using two-lead ECG signals.

The purpose of the work described in this paper is to 
model two-lead ECG signals  to improve cardiac arrhythmias
classification accuracy using MAR modeling. MAR
modeling was performed on ECG data from normal sinus
rhythm (NSR), APC, PVC, VT and VF. The MAR
coefficients were utilized as ECG features for classification. 
Quadratic discriminant function (QDF) based classification 
was performed in various stages in current study.

1 METHODS
1.1 ECG Data Acquisition, Filtering and Segmentation

The frequency of the selected data of NSR, PVC and 
APC in this study was 360HZ,  and the frequency of the
selected VT and VF was 250Hz. The data including VT and 
VF was subsampled in order that all the ECG signals in the 
analysis had a frequency of 360 Hz for ECG data filtering. 
After the filtering, subsampling processes were applied to all
the two-lead ECG data again in order to obtain a sampling 
frequency of 250Hz for MAR modeling. An integer
band-pass filter was used to filter the ECG signals . The 
lower frequency passband and upper frequency passband are 
2Hz and 20 Hz respectively. The R peaks of ECG were 
detected using Tompkin’s algorithm. In current study, the 
sample size of the various segments was 0.9 seconds. 0.3 
seconds before R peak and 0.6 seconds after R peak were 
picked for MAR modeling. Total 250 segments each from 
the five classes were selected for analysis in this research.
1.2 MAR Modeling

A two-channel MAR model of order M is give by [4]
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where HR1(n) and HR2(n) represent ECG lead time series
respectively, e1(n)and e2(n) represent unknown, zero mean
and uncorrected random variables respectively, aij’s are the 
MAR model coefficients.

Burg’s algorithm was used to compute the MAR
coefficients. The criterion used to evaluate the model order
selection was the sum-squared error (SSE) in this work. The 
SSE for MAR modeling is given by
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where N  is the number of the sample  points of each segment
used for modeling (0.9seconds).
1.3 ECG Feature Extraction for Classification

MAR coefficients, the Karhunen-Loeve (K-L)
transformation of the MAR coefficients  (K-L MAR
coefficients) were used to represent the ECG segments. The
number of the MAR parameters representing an ECG
segment was 4M . Karhunen-Loeve (K-L) transformation of 
the MAR feature vectors was computed to reduce the
number of features. The K-L transformation in this study 
was performed as follows [5]:

(1) Calculate the covariance matrixes of each class iΣ . (2)

Calculate the within-class scatter matrix S of these classes. 
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where Pi is the prior probability of iω , Ci /1=ω  in 

current study, C is the total number of the classes in this 
research. (3) Calculate the eigenvalue ri’s  (i=1,2,…) and
eigenvectors of the within-class scatter matrix S. (4) The
set of m eigenvectors which correspond to the m largest 
eigenvalues was chosen to transfer the original data, the 

choice of the number of eigenvectors in this study was given 
by the index i for which ri/rmax ≦ 0.001, ri’s are in 
decreasing order. (5) Generate the K-L transformation by
projecting each 4M-dimentional pattern onto these chosen
eigenvectors .
1.4 QDF-Based Classification

In the current study, the cardiac arrhythmias were 
classified by using a stage-by-stage QDF-Based algorithm.
The QDF is given by [5]
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and the matrix form is given by

iii Xy εβ +=         (6)

where [x1,x2,…,xd] represents an ECG feature vector in this 
study; yi is an observe response, ei is the QDF error; Xi is a 
(d(d+3)/2+1)-dimensional row vector, ß is a
(d(d+3)/2+1)-dimensional column vector, that is:
Xi=[1,x1, x2，…,xd, x1

2, x2
2,…,xd

2, 2x1x2, 2x1x3, …,2x1xd ,2x2x3,,

2x2x4，…,2x2xd，…,2xd-1xd]

ß =[1,ß1,  ß2, …,  ßd,  ß11,  ß22，…,ßdd,  ß12,  ß13, …ß1d ,  ß23,,

ß24, ,…,ß2d, …, ß(  d-1)d]
T

The ECG feature vector of a particular ECG segment was 
mapped to a response (“1” or “ –1”). Assume the total 
number of the ECG segments used for classification at a 
particular stage is D. The following equation can be given

EAY += β~
           (7)

where T
DyyyY ],...,,[~

21= is a D-dimensional column 

vector of the observed responses, and made up of “1” and 
“-1”, which correspond to different classes respectively,
A=[X1, X2,…,XD]T is a D×(d(d+3)1/2+1) matrix, E=[e1,

e2, …,eD ]T is a D-dimensional column vector of the errors.
The least squares estimator is given by

YAAA TT ~)( 1−=β         (8)

The discriminant function of the estimator is given by

βiXYI =              (9)
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The various stages of the classification for MAR and 
K-L MAR coefficients are shown in figure 1. Euclidean 
distance between the mean feature vectors of different 
classes  was computed to determine the groupings of the
classes at each stage in order to perform the stage -by -stage
classification. During the training phase, the estimator ß was 
computed as the equation of (8) using the selected training 
sets at each stage of classification. During the testing phase, 
the output response at each stage of the classification (Y1 in
stage1, Y2  in stage2, etc.) was computed as the equation of 
(9) using the feature vectors and the estimated ß. A threshold 
value of zero was used to classify the output response as 
belonging to a group at a particular stage.

Figure1. QDF-based classification algorithm

2 Results
2.1 MAR Modeling Results

The modeling results show the SSE for various
arrhythmias decreases initially with the mo del order M, but 
remains almost constant for model order greater than or 
equal three. However, A MAR model of order four was 
selected for extracting the features in this research. This is 
because more detail can be incorporated into the model 
order that might be missing from a lower-order model.

A fitter scalar AR model of order 4 also was found to 
model single-lead ECGs using SSE. This is consistent  with 
the other researches on the AR model order selection [6].
2.2 Classification Results

The Euclidean distances between the different class

centers was computed to determine the grouping. It was 
found that VT/VF/PVC, APC and NSR form one group 
respectively due to small center distance within the same 
group and large center distance between different groups, 
and VT/VF form a subgroup within group VT/VF/PVC 
according to the Euclidean distance. Therefore, VT/VF/PVC
was separated from APC and NSR in stage one (Y1). The
membership of VT/VF /PVC was defined as “ +1” , and the 
membership of APC and PVC was defined as “-1” . The least 
squares estimator ß was computed as the equation of (8).
The output response Y1 was computed as the equation (9).
The value Y1 was used to determine the classes. Similarly, in 
the second stage (Y2), PVC was differentiated from VT/VF.
Stage three (Y3) and four (Y4) were used to distinguish 
between NSR, APC, VT and VF as shown in Figure 1.

One hundred and fifty cases each from the five classes 
were random selected to estimate ß in training phase, and the 
remaining was used for testing. The average classification
results based on MAR coefficients on test data are given in 
Table 1. 

The number of the eigenvectors was chosen to be 8
according to the choice criterion of eigenvectors. The
8-dimensional feature vectors based on K-L transformation
were trained and tested as the same way as the classification
based on the MAR coefficients, the classification accuracy 
based on K-L MAR coefficients was given in the Table 2.

For comparison between two-lead and one-lead ECG 
signals modeling for classification, the classification
accuracy based on scalar AR coefficients representing
single-lead ECG segments was given in table3.

Table1 Classification accuracy based on MAR coefficients

Classes NSR APC PVC VF VT

Accuracy 98.5% 96.6% 97.3% 99.3% 98.8%

Table2 Classification accuracy based on K-L MAR
coefficients

Classes NSR APC PVC VF VT

Accuracy 96.6% 96.5% 96.5% 96.3% 97.1%
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3 Discussions
The objective of this study was to model two-lead ECG

signals  in order to improve the classification results using
MAR modeling. The experiment results show that MAR 
model order of 4 was sufficient to model ECG signals for 
the purpose of classification.

Table3 Classification accuracy based on scalar AR
coefficients representing single-lead ECG segments

Classes NSR APC PVC VF VT

Accuracy 96.6% 94.7% 91.8% 94.5% 94.3%

The classification results show that the classification 
accuracy based on MAR coefficients was slightly higher 
than the one based on K-L MAR coefficients. Extra
calculation was involved in K-L transformation of MAR 
coefficients. Therefore, this representation may not be worth 
considering for a real-time system. The single-lead ECG 
based classification accuracy is much lower than the
two-lead ECG based one. Thus, MAR modeling based
classification can improve the classification accuracy
significantly.

Some of the proposed techniques use only a smaller 
number of arrhythmias than current study, for example,
classify PVC and NSR using a fuzzy ARTMAP classifier, 
accuracy of 97% for PVC was achieved [7]. VT and VF 
were classified using a modified sequential probability ratio 
test algorithm, the accuracy of detecting VT and VF were 
93% and 96% respectively [8].

The sample size of the segments was 0.9 seconds only, 
and it was 3 to 7 seconds for the complexity measure-based
technique [3] and 5 to 9 seconds for the Prony modeling 
technique [2].

MAR model might not be suited to ECG signals under 
all conditions since MAR model is a linear model, Further
work can try to use nonlinear parameter models that might 
better capture the non-stationary nature of the ECG.  Other 
further work can try to increase to the number of ECG leads. 
Further work is in progress to try to include more other types 
of classes.

4 Conclusions
The classification results could be improved by using 

two-lead ECG signals. A MAR modeling and QDF based 
classification are suitable for real-time implementation for 
diagnosis purpose. 
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