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ABSTRACT
Techniques for communication over flat multi-input, multi-output
(MIMO) channels are well established when either perfect chan-
nel state information or no channel state information is available
at the transmitter. However, communication over channels where
the transmitter has access to partial or imperfect information has
received less attention. If exploited, such information could im-
prove system performance. In this paper, we propose a simple sys-
tem design scheme, that approximately maximizes the data rates
of MIMO communication systems where imperfect channel esti-
mates are available at the transmitter. The algorithm is compu-
tationally attractive and by taking the uncertainty of the channel
estimates into account in the design gains compared with systems
not exploiting this information can be demonstrated.

1. INTRODUCTION
Communication systems employing multiple transmit and receive
antennas offer a dramatic increase in achievable data rates com-
pared with single antenna alternatives [1, 2]. However, there are
still some open issues in order to design a well optimized system in
practice. For example, while well established techniques exist for
cases where either perfect channel information or no channel in-
formation is available at the transmitter, see e.g. [2, 3], cases where
partial or imperfect channel estimates are available are not so well
understood.

Recently, some schemes have been developed that take advan-
tage of partial channel information at the transmitter, see e.g. [4].
In these schemes, the transmitted data is optimized in order to min-
imize the error rate at the receiver given a certain bit rate. While
this is desirable in some situations, in others it might be more at-
tractive to, given a certain design bit error rate (BER), maximize
the data rate of the system. When the channel is perfectly known,
a practical solution to this optimization problem is spatial load-
ing [2, 5]. Here, parallel, non-interfering spatial channels are first
created using a linear transformation and then bit constellations
and power are allocated for the different “spatial carriers” in or-
der to maximize the data rate given some quality constraint on the
received data, much in analogy with adaptive loading techniques
commonly used in discrete multi-tone (DMT) systems [6].

In this preliminary work, we attempt take this idea one step
further and generate a simple spatial loading scheme based on im-
perfect transmitter channel information. In contrast to the case
where the channel is perfectly known at the transmitter and the
case of DMT with imperfect channel estimates [7], it is not pos-
sible to create non-interfering parallel channels. This complicates
the system design and increases the complexity of the receiver.
Herein we present a simple and computationally efficient approx-
imative method for the system design that is able to capture some
of the potential gain in the available channel state information.
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2. SYSTEM MODEL
The MIMO communication system considered consists of nt trans-
mitters communicating with a terminal with nr receivers over a
flat fading channel. A transmission over the channel is modeled
through a channel matrix, H ∈ C

(nt×nr), where the elements
model the attenuations and phase shifts between the various trans-
mitter, receiver pairs. The output, x ∈ C

nr , resulting from a single
usage of the channel to transmit the data s ∈ C

nt , is then found
as,

x = Hs + n, (1)

where n ∈ C
nr is additive white complex Gaussian noise. In or-

der to make the required output power of the different transmission
schemes presented in the paper comparable, the signal to noise ra-
tio (SNR) is defined as the quotient between the power of the re-
ceived data signal, E |Hs|2, and the received noise power, E |n|2,
when equally powered uncorrelated data is transmitted, i.e when
E{ss∗} is a scaled identity matrix. Without loss of generality,
the received noise is normalized so that n ∈ CN (0, I) and the
channel matrix so that E ‖H‖2

F = ntnr. The above definition and
normalizations then give the SNR as E |s|2 = P .

In what follows, the receiver is assumed to have perfect knowl-
edge of H when it tries to detect the transmitted symbols. How-
ever, the channel knowledge at the transmitter is not necessarily
perfect. There are several possibilities for the transmitter chan-
nel estimate to be in error. For example, the channel may have
changed during the delay between the estimation and the usage of
the estimates or the channel estimate may have been obtained via
a low rate feedback channel not able to provide highly accurate
estimates.

To model the uncertainty in the channel state information, we
assume that the transmitter has access to an imperfect channel es-
timate Ĥ . This estimate relates to the true channel H , which is
available at the receiver, as,

H = Ĥ + H̃ , (2)

where H̃ models the errors in the channel estimate. The elements
of H̃ are independently drawn from a complex Gaussian distribu-
tion. If this model fits reality well or if more elaborate modeling is
required remains to be seen. Note from the normalizations above
that the variance of the elements of H̃ , σ2

H , is normalized so that
0 < σ2

H < 1 where zero variance implies perfect channel knowl-
edge, H = Ĥ , and unit variance implies no knowledge, H = H̃ ,
at the transmitter.

3. SPATIAL MULTIPLEXING AND LOADING
The basic idea behind bit and power loading algorithms is to op-
timize the transmitted vector data so that the available transmit
power is used in the most efficient manner. For the system (1)
the optimal transmit data design when the channel is known at the
transmitter is, from a capacity [1] viewpoint, to diagonalize H ,
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creating parallel spatial channels, using a singular value decom-
position and to transmit Gaussian distributed data symbols with
power allocated using the well known water-filling solution. This
way, transmit power is allocated to the directions where it is the
most useful, i.e. the less attenuation in a direction the more power
is allocated and the higher data rates can be supported.

For practical systems, using Gaussian distributed symbols is
not an option. Instead the transmitted data symbols belong to some
finite alphabet, resulting in an optimization problem where differ-
ent constellation sizes and transmit powers are allocated to differ-
ent directions in order to satisfy some constraint on the quality of
the received data and to maximize data rates. Here, we term this
type of technique spatial loading and in the subsections below such
schemes are discussed and presented for different scenarios. In all
cases we attempt to optimize the transmit data rate, given some
design uncoded BER and transmit power. For a general spatial
loading system it is natural to introduce some structure in order to
characterize the spatial properties of the channel and to simplify
the following adaptive loading. To that end, let s = V TxP

1/2d
and y = U Rxx, where V Tx and U Rx are unitary matrices charac-
terizing the directivity of the spatial loading system, P is a diag-
onal matrix defining the power loading in the different directions,
y is the received data to be considered by the detector and d is
the transmitted symbols. Based on these definitions, the effective
system between transmitter and receiver can be modeled as,

y = U Rx(HV TxP
1/2d + n) = H ′P 1/2d + n′, (3)

where H ′ is the effective channel matrix and n′ is the effective
noise of the MIMO channel between d and y. Note that since U Rx

is unitary the effective noise is still white complex Gaussian, each
element of variance one. Also, since U Rx and V Tx are invertible
and the distributions of n and n′ are identical the system (3) is
equivalent to (1). The transmitted symbols are considered uncor-
related, with zero mean and normalized to variance one. The nor-
malizations from Section 2 then implies that P should be chosen
such that Tr P = P .

The focus of this preliminary study is on the uncertainty as-
pect of the channel, not on the receiver algorithm or bit loading
scheme being used. In order to simplify the interpretation of the
results and discussion below a maximum likelihood (ML) detector
is employed in all cases and the well known Hughes-Hartogs algo-
rithm [8, 6] has been selected for the bit and power loading. While
these choices may be too computationally demanding for practi-
cal implementations, they simplify the derivation and presentation.
For reference, in principle, the Hughes-Hartogs adaptive loading
algorithm for parallel channels consists of the following steps,

1. Try to increase the constellation size by one for all the sym-
bols of d, one at the time. Add enough power so that the bit
error constraint is not violated.

2. Increase the constellation size and allocate power to the
symbol requiring the least additional power in the previous
step.

3. Repeat until the available power is insufficient to add more
bits given the error constraint. If desirable, any remaining
power can be spread over the bits to improve the error rate
performance of the wireless link.

3.1. Perfect Channel Knowledge
When the transmitter has perfect channel knowledge, a spatial
loading scheme can be introduced based on a singular value de-
composition of the channel matrix [2, 5]. Let H = U H ΛH V H

be the singular value decomposition of H . The diagonal matrix
ΛH contains the ordered singular values of H , the unitary matri-
ces UH and V H contains the corresponding left and right singu-
lar vectors.

The system is then designed as follows, the directive matrices
at the transmitter and receiver are selected as V Tx = V ∗

H and
U Rx = U ∗

H . Note that the channel between d and y is diagonal-
ized and an equivalent system y = ΛH P 1/2d+n′ is formed, i.e.
there are min(nr, nt) non-interfering channels between the trans-
mitted and the received data.

Since the above step creates an equivalent system of
min(nr, nt) parallel channels, each characterized by an SNR given
by the singular values of H , bit and power loading using the algo-
rithm above is straightforward.

3.2. No Channel Knowledge
For the case when the transmitter has no knowledge of the channel
it is not possible to optimize the directivity of the transmitting ar-
ray. Here, we assume that a non-line of sight system is considered
where the antenna elements are sufficiently separated so that the
elements of H can be considered independent Rayleigh fading.

For this type of system several techniques such as BLAST [9]
or more sophisticated space-time coding schemes [3] have been
designed. While elaborate techniques are required for efficient
detection of the transmitted symbols and coding is required for
optimal performance we here only consider a system where the
transmitter transmits uncoded symbols, y, with equally distributed
power, P = P/ntI , and the receiver uses an ML-detector to esti-
mate the transmitted symbols.

3.3. Imperfect Channel Knowledge
When perfect channel knowledge is not available at the transmit-
ter the problem becomes more complicated. For example, it is no
longer possible to completely diagonalize the channel and the par-
allel data streams are interfering at the receiver. Here, we propose
a simple sub-optimal scheme for optimizing the data rates and ex-
ploit available transmitter channel knowledge.

Let the singular value decomposition of Ĥ be written Ĥ =
U ĤΛĤ V Ĥ . The transmitter and receiver directive matrices,
V Tx and U Rx are selected as V Tx = V ∗

Ĥ
and U Rx = U ∗

Ĥ
re-

sulting in an efficient system,

y = (ΛĤ + H̃
′
)P 1/2d + n′. (4)

where H̃
′

= U RxH̃V Tx has the same distribution as H̃ since
V Tx and U Rx are unitary. While we do not claim that this
choice of V Tx and U Rx is optimal it can be motivated in a
number of ways. Firstly, given the channel knowledge at the
transmitter, the received signal power for the first symbol in d,
E |U RxHV TxP

1/2d1|2 is maximized. Here, dk is a vector where
all entries are zero except for the kth entry which is identical to kth
element of d. Similarly the second element is transmitted in the or-
thogonal direction, in C

nt , to the first, that maximizes the received
signal power and so on. Hence given this choice of directive matri-
ces it is possible to ensure that data is transmitted in the directions
where the receive conditions are likely to be the most favorable.
Secondly, since ΛĤ is diagonal and H̃

′
spatially white, the re-

ceived power from the first transmitted symbol of d is maximized
at the first received symbol of y while the received power at the
other elements of y is minimized given the available channel in-
formation. Similarly, the received power resulting from the second
symbol of d is concentrated to the second element of y, and so on.
Thus, while interference between the different spatial carriers is

IV - 714

➡ ➡



unavoidable, this choice of directive matrices in some sense min-
imizes it. Finally, for the case σ2

H → 0, this solution coincides
with that of Section 3.1, and, if the elements of the true channel
can be considered independent Rayleigh fading, the choice is also
valid when σ2

H → 1, see Section 3.2.
In order to provide a practical spatial bit and power loading

scheme it is necessary to be able compute the resulting BER for
various constellation sizes and output powers efficiently. Since the
communication channels are interfering this is complicated and
for a computationally attractive scheme some approximations are
necessary. Firstly, we assume that the design BER is chosen so
low that more than one symbol error per received vector y is rare.
Thus, when computing the error rates of the ML-detector for each
of the transmitted symbols in d we assume that the other symbols
have been correctly detected and subtracted from the received data,
i.e error propagation is ignored. Note that this approximation can
be expected to work better when there are more receive than trans-
mit antennas, and in practice it is good to limit the number of spa-
tial channels to min(nr, nt) or less. Furthermore, it is assumed that
the transmitted symbols have been Gray-encoded so that, given the
low design bit error rate, the number of bit errors can be approxi-
mated by the number of symbol errors. These approximations, re-
sult in a simplified scenario where it suffices to compute the error
probability of a single symbol, transmitted over a vector channel
consisting of a combination of independent Rayleigh and Ricean
fading elements. For this type of channels efficient techniques for
computing the error probability for many types of constellations
exist [10]. Note that since the variances of the vector channel el-
ements are determined by σ2

H the bit and power loading in the
different directions are adapted to the uncertainty of the channel.

Using the selected V Tx and U Rx and the approximations
above, performing the spatial loading can be performed in a sim-
ple and computationally efficient manner. While this algorithm is
clearly suboptimal, note that for the cases when the channel infor-
mation is almost perfect, or when the channel is almost completely
unknown, our solution converges to well known results, see Sec-
tions 3.1 and 3.2.

4. NUMERICAL RESULTS AND ANALYSIS
Since an analytical analysis on the performance of the method
proposed in the previous section would be difficult, a numerical
analysis is performed. The simulations performed in this prelim-
inary study were simplified by limiting the bit-loading algorithm
to square M -QAM constellations, where M = 22b and is b inte-
ger valued. Note that results such as those in [10] allow a larger
selection of constellations which might be desirable.

To make the simulations efficient, the ML-detector at the re-
ceiver was implemented in the form of a sphere decoder [11]. For
reasonably sized arrays the sphere decoding algorithm is on av-
erage very efficient, significantly shortening the time required to
find the ML-solution compared with full search. Note that in the
case of spatial loading the sphere decoding algorithm needs to be
adapted to consider the different constellations received in the dif-
ferent elements of d.

4.1. Ex 1: LOS channel with local scattering
Consider a line of sight scenario with significant scattering around
the arrays. Provided that the antenna elements of the arrays are
spaced too closely to be separated based on the line of sight com-
ponent of the received data, but so well separated that the fading
caused by the multi-path scatterers can be considered independent,
a reasonable channel model is

H = HLOS + HNLOS . (5)

Here, HLOS is a rank one matrix modeling the line of sight com-
ponent, HNLOS is a random matrix where the elements are inde-
pendently drawn from a zero-mean complex Gaussian source. In
some scenarios the scattering components of the channel may be
rapidly changing while the line of sight component and the sta-
tistical properties of the scattering component is changing more
slowly. Hence, while keeping exact channel estimates at the trans-
mitter may be difficult, maintaining estimates of H LOS and the
variance of the elements of HNLOS could be feasible. This sce-
nario fits well within the framework of our proposed method, Ĥ
then corresponds to HLOS and σ2

H to the variance of the elements
of HNLOS.

Fig. 1 shows the bit rate as a function of the resulting bit error
rate of a three by three antenna system where the line of sight
component provides 80% of the received signal power, i.e. σ2

H =
0.2. Two methods of system design are considered, one using only
the line of sight rank one channel estimate in the design of the bit
and power loading, the other using our proposed method. In both
cases, any remaining transmit power after the bit loading is spread
evenly over the spatial carriers in order to ensure SNRs of 15, 20
and 25 dB. By taking the unknown multi-path components into
account the simple method proposed in Section 3.3 is capable of
increasing the data rate, with significant gains at high SNRs.

To further illustrate the behavior of the algorithm, Table 1
shows how the transmitted bits are allocated as a function of σ2

H .
As the resulting error rates vary greatly between the different chan-
nels this result gives no indication of resulting bit rates but is in-
tended to illustrate how the bits are allocated to the different car-
riers. Note that when σ2

H → 0 signal power and loaded bits are
concentrated in the direction given by the line of sight channel,
while when σ2

H → 1 power and data are transmitted as evenly as
possible in space given the restriction in constellation sizes. This
intuitive result illustrates how this method, while simple, is capa-
ble of adapting the transmitted data according to the transmitter
channel knowledge available.
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Fig. 1. Taking multi-path components into account vs. ignoring it,
Ĥ rank one, σ2

H = 0.2, nr = nt = 3, SNR 15, 20, 25 dB.
4.2. Ex 2: Rayleigh Fading with Imperfect Channel Estimates
The elements of both Ĥ and H̃ are drawn independently
from Gaussian distributions and consequently the channel H is
Rayleigh fading. This could for example model an indoor non
line of sight channel with well separated antenna elements at both
arrays. In this example a 4 transmit, 6 receive antenna system de-
signed for an SNR of 20 dB is considered.
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σ2
H 0.0 0.1 0.2 0.3 0.4 0.5 0.6 . . . 0.9 1.0

Chan. 1: 8 8 8 8 6 6 6 . . . 6 4
Chan. 2: 0 2 2 2 4 4 4 . . . 4 4
Chan. 3: 0 0 2 2 4 4 4 . . . 4 4
Chan. 4: 0 0 2 2 2 2 4 . . . 4 4

Table 1. Bit allocation, design SNR 20 dB, design BER 0.003.
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Fig. 2. Independent Rayleigh fading, nr = 6, nt = 4, SNR 20 dB.

Fig. 2 shows bit rate versus resulting BER at various degree
of uncertainty of the channel estimate, σ2

H . Any remaining power
after the bit loading is spread evenly over the carriers in order to
make the comparison fair. This figure clearly illustrates the ca-
pability of the proposed method to connect well known results
for the design of system with perfect channel knowledge at the
transmitter, σ2

H = 0 to designs used when no channel knowledge,
σ2

H = 1, is available.
Finally, the performance of the approximations leading up to

the bit loading algorithm is evaluated. Fig. 3 shows the resulting
BER as a function of the design BER. In order to be able to eval-
uate the performance of the approximations, the remaining power
after the bit allocation is not allocated to any spatial carrier. As the
approximations used in deriving the proposed method are underes-
timating the probability of error, the design BER is lower than the
resulting BER. While this means that the design BER must be cho-
sen lower than that required by the system, the proposed method
achieves balancing in the loading of the different spatial channels.
Furthermore, notice that as σ2

H gets close to zero, the approxima-
tions improve drastically. This is expected as small σ2

H means less
interference and error propagation between the channels and the
approximation to ignore these effects is improved.

5. CONCLUSIONS
Herein, a simple and computationally efficient method for data rate
optimization of practical MIMO communication systems with im-
perfect channel information at the transmitter was introduced. Re-
sults from simulations indicate that the algorithm provides gains
compared with methods that either do not take available informa-
tion into account, or completely trust the information that is only
partly correct. Also, for cases where the transmitter has perfect
or no channel knowledge, the scheme converges to well known
solutions, connecting spatial multiplexing techniques with trans-
mission schemes used over unknown independent Rayleigh fading
channels.
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