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ABSTRACT

A channel code allocation scheme is developed for trans-
mission of video over error-prone channels. The system is
designed to minimize the expected distortion of the video
under a quality constraint. It is based on the Viterbi algo-
rithm and achieves a very robust bit stream, also in mis-
match situations. It is further shown that the distribution
of available channel codes vary significantly with respect to
the channel conditions.

1. VIDEO CODING

Almost all video coding standards used today are based on
the well known block-based hybrid coding scheme, here
represented by the recently released H.264. A prediction
of the current signal is computed and subtracted from the
original. This prediction error is then transformed, quan-
tized and entropy-encoded. H.264 processes so-called mac-
roblocks (MBs) of a video frame. Considering only the lu-
minance component of a YCbCr signal, a MB consists of
16× 16 pixels. A comprehensive overview of H.264 can be
found in [1].

To achieve high compression, various prediction pro-
cesses are employed. Spatial prediction is based on samples
of the current video frame. The signal’s temporal predic-
tion is made from samples of a previously en- and decoded
frame. Other predictions exist as well, e.g. of motion vec-
tors and coding modes. This work extends the standard fur-
ther by SNR scalability as a highly desirable feature in e.g.
erroneous transmission environments. This is achieved by
incorporation of quality layers and the prediction of quan-
tized transform coefficients of a high-quality layer by the
coefficients of the next lower-lying layer [2].

Prediction and the use of variable-length coding for en-
tropy coding make the resulting bit stream prone for prop-
agation of transmission errors. Thus, H.264 groups MBs in
spatial areas called slices which are independently decod-
able, i.e. there is no prediction across slice boundaries. Po-
tential errors can, however, propagate temporally. To avoid
that, this work focuses on the use of rectangular contiguous

slices of which the borders have the same meaning as video
frame boundaries, as well as the use of only one reference
frame. Motion estimation/compensation is thus limited by
slice boundaries. Temporal error propagation is further lim-
ited by inserting I slices after Nf − 1 video frames, hereby
leading to a Group of Pictures (GOP) structure of Nf frames.

An encoded slice is referred to by X̃[f, l, y, x] and is
identical with one source packet (SP). The subscripts f , l, y,
and x denote the frame, layer, vertical and horizontal index,
respectively. The slice of the original frame is X[f, y, x].

2. UNEQUAL ERROR PROTECTION

Consider a quality-controlled source encoder and a set of
channel codes C. The SPs, referred to by the index is and
with length Rs[is], are split up and transmitted as payloads
of length Rc[ic] by Ncp channel packets (CPs), each of which
is identified by the index ic. The task is then to assign each
CP a channel code Γ[ic] ∈ C such that the overall expected
distortion of the GOP to transmit is as small as possible.
With other words, there is a joint source channel coding
problem with respect to the optimum channel rate alloca-
tion. The channel encoder seeks to minimize the overall
expected distortion,

min
Γ[ic]∈C

D̃GOP , (1)

subject to the rate constraint

Ncp−1∑
i=0

Rc[i] =
Nsp−1∑
i=0

Rs[i] , (2)

which is given by the number of SPs Nsp = NfNlNs and
their lengths which are in turn quality-controlled. Nl is the
number of quality layers, and Ns = NyNx, where Ny and
Nx are the numbers of vertical and horizontal slices in a
frame, respectively.

CPs are of fixed length Rcp, which in this work is chosen
to be 517 bytes or 4136 bits. The payload bits are followed
by an 8-bit code word which specifies the channel code of
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the next transmitted CP. The specifier of the first packet is
assumed known. A 16-bit cyclic redundancy check code
is computed over both payload and code specifier to detect
residual errors in the code stream after channel decoding.
The CP is completed by appending C[ic] parity bits.

The dependency between SP indices is and slice indices
is described by is[f, l, x, y] = NsNlf +Nsl +Nxy +x, and

f [is] =
⌊

is
NsNl

⌋
, l[is] =

⌊
is
Ns

⌋
− f [is]Nl, y[is] =

⌊
is
Nx

⌋
−

l[is]Ny − f [is]NlNy, and x[is] = is mod Nx. In words,
slices are read in raster scan order into the code stream. The
mapping of SP to CP indices is done with respect to the rate
consumption of the channel rate allocation. By means of the
accumulated source rate

R(a)
s [is] =

is−1∑
i=0

Rs[i] is = 1, . . . , Nsp − 1 (3)

(in bits), the special case being R
(a)
s [0] = 0, and the accu-

mulated channel payload rate

R(a)
c [ic] =

ic−1∑
i=0

Rc[i] ic = 1, . . . , Ncp − 1 (4)

(in bits), including R
(a)
c [0] = 0, the mapping can be defined

as

is[ic] = max
({

0, is | R(a)
s [is + 1] ≤ R(a)

c [ic]
})

. (5)

The number of CPs which have to be transmitted for one
GOP then becomes

Ncp = min
({

ic + 1 | R(a)
s [Nsp] ≤ R(a)

c [ic]
})

. (6)

Zero padding may have to be applied to the last SP to fill
up a CP. The allocation procedure has to evaluate the curves
D

(
R(a)

c [ic]
)

of each GOP for a set of combinations of chan-
nel code allocations, which may be a subset of the set of all
possible combinations.

A stationary binary symmetric channel with channel bit
error rate ε is considered. A set of eight channel codes is
employed for encoding and error correction in the follow-
ing, the code rates being ri = ki/d with the common de-
nominator d = 12 and ki = {4, 5, 6, 8, 9, 10, 11, 12}. This
results in payload lengths of 169, 212, 255, 341, 384, 427,
470, and 513 bytes. The codes consist of punctured parallel
concatenated recursive convolutional codes as described in
[3]. Based on these rates, the probabilities Pe

(
Γ[ic], ε, Rcp

)
of a CP having at least one bit error after 20 decoder itera-
tions have been computed in extensive Monte-Carlo simu-
lations of 10,000 blocks and can hence be tabulated for use
in the channel code allocation algorithm.

The decoding strategy is that, if an error is encountered,
all temporally following slices at the same spatial position,

and which belong to the same or higher-quality layers, are
discarded and concealed to avoid error propagation. The
expected distortion after the transmission of Nt(> 1) CPs
of a GOP then becomes

D̃GOP(Nt) =
is[1]∑
i=0

D(a)
e (i, 0)Pe(0)

+
Nt−1∑
ic=1

is[ic+1]∑
i=is[ic]

D(a)
e (i, ic)Pe(ic)P (a)

ne (ic) , (7)

where Pe(ic) is the abbreviation for Pe(Γ[ic], ε, Rcp).
In order to define the distortion D(a)

e made by terminat-
ing decoding and carrying out a controlled concealment,
three strategies are specified. If no data concealment can
refer to are available, the best estimation of the lost data is
to assume the segment’s mean and accumulate the distortion
contributions over the whole GOP,

D(a)
c,m(i) =

Nf−1∑
g=0

d
(
X̃(g,Nl − 1, y, x),mX̃

)
, (8)

where d(·, ·) represents the 2-D MSE between two vari-
ables. Here and also in following distortion terms, i is the
index of the particular SP, and f , g, l, y, and x are functions
of i according to Eq. (5). In practice, mX̃ is estimated by
the value 128; this assumes an 8-bit pixel representation. If
a base layer slice is lost, the concealment scheme of choice
is to freeze the highest-quality content of the corresponding
slice from the previous frame,

D(a)
c,t (i) =

Nf−1∑
g=f

d
(
X̃(g,Nl−1, y, x), X̃(f−1, Nl−1, y, x)

)
.

(9)
If a lower-quality slice of the lost slice is available, all re-
maining frames which depend on the lost one are replaced,

D(a)
c,l (i) =

Nf−1∑
g=f

d
(
X̃(g, l, y, x), X̃(g, l − 1, y, x)

)
. (10)

Also, D(a)
c,f (i) = D(a)

c,l (i). Summarizing, concealment and
channel distortions are given by

D(a)
c (i) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

D(a)
c,m(i) f = 0 ∧ l = 0 (11a)

D(a)
c,f (i) f = 0 ∧ l > 0 (11b)

D(a)
c,t (i) f > 0 ∧ l = 0 (11c)

D(a)
c,l (i) f > 0 ∧ l > 0 . (11d)

Corresponding to Eq. (11) (with substript ’q’ instead of
’c’), the definition of D(a)

q (i) distinguishes among four cases,
where

D(a)
q,m(i) =

Nf−1∑
g=0

d
(
X(g, y, x), X̃(g,Nl − 1, y, x)

)
, (12)
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and D(a)
q,f(i) = D(a)

q,t (i) = D(a)
q,m(i). In case of layer conceal-

ment and f > 0, the quantization distortion becomes

D(a)
q,l (i) =

f−1∑
g=0

d
(
X(g, y, x), X̃(g,Nl − 1, y, x)

)

+
Nf−1∑
g=f

d
(
X(g, y, x), X̃(g, l, y, x)

)
. (13)

In case several SPs are transported with one CP, the for-
mulation of a joint distortion is required. Let is,l = is(ic+1)
be the index of the last included SP in the CP with index ic.
Then, the on-error distortion is affected by the first Ns and
potentially all base layer slices of the following video frame.
Let further is,f = is(ic) be the index of the first included SP
in the CP, and is,s(i) = is

(
f(is,f) + 1, 0, y(i), x(i)

)
, and let

is,bl = is
(
f
(
is(ic)

)
+ 1, 0, 0, 0

)
. The set of SP indices of

these base layer slices is then written as

Ie,bl(ic) =

⎧⎨
⎩

∅ (i) (14a)

Ie,bl,1(ic) (ii) (14b)

Ie,bl,2(ic) otherwise , (14c)

where Ie,bl,1(ic) =
{
is,bl, . . . ,min

({is,l, is,bl+Ns−1})} and
Ie,bl,2(ic) =

{
is,bl, . . . ,min

({is,l, is,bl+Nxy(is,f)+x(is,f)}
)}

.
The named conditions are (i) is,l < is,bl ∨

(
l(is,f) = 0 ∧

y(is,f) = 0 ∧ x(is,f) = 0
)
, and (ii) is,l ≥ is,bl ∧ l(is,f) >

0 ∧ y(is,f) = 0 ∧ x(is,f) = 0. Now, the set of all indices of
interest can be formulated as Ie(ic) =

{
is,f, . . . , is,f + Ns −

1
} ∪ Ie,bl(ic), and the on-error distortion becomes finally

D(a)
e (i, ic) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

wss(i)
(
D(a)

c (i) + D(a)
q (i)

)
(iii) (15a)

wss(i)
(
D(a)

jc (i) + D(a)
jq,f(i)

)
(iv) (15b)

wss(i)
(
D(a)

jc (i) + D(a)
jq,l(i)

)
(v) (15c)

0 othrw.,(15d)

where D(a)
jq,l = D(a)

q,l , as well as

D(a)
jc (i) =

Nf−1∑
g=f

d
(
X̃(g, l, y, x), X̃(f, l − 1, y, x)

)
(16)

and

D(a)
jq,f(i) =

Nf−1∑
g=0

d
(
X(g, y, x), X̃(g, l, y, x)

)
, (17)

and with the conditions (iii) i ∈ Ie(ic) ∧ is,s(i) /∈ Ie(ic),
(iv) i ∈ Ie(ic) ∧ is,s(i) ∈ Ie(ic) ∧ f(i) = 0, and (v)
i ∈ Ie(ic)∧is,s(i) ∈ Ie(ic)∧f(i) > 0. The weighting factor
wss(i) = 1

Nf

NMB[f,y,x]
NMB[f ] completes the GOP distortion aver-

age by normalizing by Nf, and also accounts for unequal

Error
Joint error

 0  1  2  3  4  5  6  7  8  9f  0
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Fig. 1. Accumulation distortions of a single source segment
with 10 frames and 3 layers.

slice sizes, where NMB is the number of MBs of a particular
slice segment or frame. The curves of typical average GOP
distortions are shown in Fig. 1.

P (a)
ne (ic) in Eq. (7) is the probability for the event ’no

error in previously transmitted CPs’, and is thus formulated
as

P (a)
ne (ic) =

ic−1∏
k=0

Pne(k, ic) ic > 0 . (18)

The probability Pne(k, ic) of the event ’no error in the CP
with index k’ is taken into consideration in Eq. (18) only
when the respective packet is a reference CP, i.e. it contains
whole or parts of SPs which are referred to from the current
SP (index i) of the CP with index ic:

Pne(k, ic) =
{ (

1 − Pe(k)
)

k ∈ R(ic) (19a)

1 otherwise . (19b)

The set R(ic) contains the indices of reference CPs of a SP,

R(ic) =
{

r|r ∈ {0, . . . , ic − 1} ∧ (
R(a)

c (r) < R(a)
s (t +

1) ∧ R(a)
c (r +1) > R(a)

s (t)
)}

. The indices t are in turn ele-

ments of the set of reference SPs of a SP, t ∈ J (ic), where,
with g(s) ∈ {

0, . . . , f(s)
}

and with m(s) ∈ {
0, . . . , l(s)

}
,

J (ic) =
{
is

(
g(s),m(s), y(s), x(s)

)}
. Finally, s ∈ S(ic),

where S(ic) =
{
is,f, . . . , is,l

}
.

3. EXPERIMENTS, RESULTS, AND DISCUSSION

The optimal solution to (1) is achieved by a brute-force
search through the set of all possible solutions, but this ap-
proach is limited by Ncp. Therefore, this work deploys the
low-complexity Viterbi Algorithm (VA), which provides a
potentially suboptimal solution, to determine the channel
rate allocation which gives minimum expected distortion,
as exposed in [4]. It is stressed that, even though only
the results for the QCIF-size YCbCr sequence Mother&
Daughter are presented below due to space limitations,
they are consistent to those of other sequences. In the fol-
lowing, Nf = 10, Nl = 3, and Ns = 1. The expected
distortions are averaged over all GOPs of the video.
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Fig. 2. Expected distortion as a function of the channel bit
error rate, with and without a mismatch of ∆ε = ±10%

As seen in Fig. 2, the system aims at a constant distor-
tion, except when the CBER becomes too high to ensure
an error-free transmission; then the protecting capability of
the strongest channel code is exceeded, here at 0.14. The
loss in mismatch situations is less than 0.2 dB, i.e. the im-
age quality degrades gracefully.
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Fig. 3. Channel rate in- and average code rate decrease

All-sequence average Y −PSNR and source bit rate of
the three (YUV) layers are 29.23, 32.19, and 34.93 dB, and
21.7, 50.1, and 106.8 kbits/s, respectively. The computed
channel rates which yield minimum distortion are plotted in
Fig. 3.

As shown in Fig. 4, the code distributions are quite con-
trasting for the two given CBERs. It is stressed that, as
the codec aims at the maximization of the average payload
length of CPs, plain use of the strongest channel code only
would not give maximum PSNR. Furthermore, packets,
the loss of which would lead to high distortions, are pro-
tected by strong channel codes, whereas less important pack-
ets are assigned weaker codes.
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Fig. 4. Distribution of channel codes for one GOP

4. CONCLUSIONS

A channel code allocation scheme has been developed which
is optimal in a VA sense. It was shown that the proposed
algorithm achieves a very robust bit stream, also in chan-
nel mismatch situations. The distribution of channel codes
varies strongly according to the channel conditions. Impor-
tant signals are protected by strong channel codes, and less
important information is assigned weak channel codes. The
algorithm aims at the same time successfully at maximizing
the average code rate. The developed channel coding sys-
tem is therefore highly recommendable in situations where
video is transmitted over unreliable channels.
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