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ABSTRACT

For high-quality multimedia communication systems such as tele-
conferencing or virtual reality applications, multichannel sound re-
production is highly desirable. While progress has been made in
stereo and multichannel acoustic echo cancellation (MC AEC) in
recent years, the corresponding sound reproduction systems still
imply a restrained listening area (‘sweet spot’). A volume solution
for spatial sound in a large listening area is offered by wave field
synthesis (WFS) or by ambisonics, where arrays of loudspeakers
generate a prespecified sound field. However, before this new tech-
nique can be utilized for full-duplex systems, an efficient solution
to the MC AEC problem has to be found. This paper presents
a novel approach that extends the current state of the art of MC
AEC and transform-domain adaptive filtering by reconciling the
flexibility of adaptive filtering and the underlying physics of acous-
tic waves in a systematic and efficient way. To achieve this, the
new framework of wave-domain adaptive filtering (WDAF) ex-
ploits the spatial information provided by densely sampled con-
tours for both, recording and reproduction. Experimental results
with a 32-channel AEC verify the concept for both, simulated and
actually measured room acoustics.

1. INTRODUCTION

To enhance sound realism in multimedia communication systems,
such as teleconferencing or tele-teaching (especially of music),
and to create a three-dimensional illusion of sound sources po-
sitioned in a virtual acoustical environment, multichannel sound
reproduction is necessary. However, advanced loudspeaker-based
approaches, like the 3/2-Surround format, still rely on a restrained
listening area (‘sweet spot’). A volume solution for a large listen-
ing space is offered by the Wave Field Synthesis (WFS) method
[1], where arrays of a large number of individually driven loud-
speakers generate a prespecified sound field. On the recording side
of the two-way systems, the use of microphone arrays is an effec-
tive approach to separate desired and undesired sources in the lis-
tening environment, and to cope with reverberation of the recorded
signal. Figure 1 shows the general setup for such a system.

However, before full-duplex communication can be deployed,
the problem of acoustic feedback from the P loudspeakers to the
Q microphones has to be addressed. Acoustic echo cancellation
(AEC) for the resulting P · Q echo paths (where P may lie be-
tween 20 and several hundred, and Q may be on the order of 10
to 1000) poses the major problem in this MIMO (multi-input and
multi-output) context [2, 3], and satisfactory general solutions for
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Fig. 1. General setup for multimedia communication.

AEC in conjunction with large loudspeaker arrays have not been
presented yet.

In this paper, we propose and study a novel approach for spatio-
temporal transform-domain adaptive filtering, called wave-domain
adaptive filtering (WDAF) in the following. This concept is suit-
able for spatial audio reproduction systems like wave field syn-
thesis with an arbitrarily high number of channels. Although we
refer here to two-dimensional wave fields and WFS, the proposed
technique can also be applied to ambisonics and extended to 3D
fields.

2. WAVE FIELD SYNTHESIS

Sound reproduction by wave field synthesis (WFS) using loud-
speaker arrays is based on Huygens principle. It states that any
point of a wave front of a propagating sound pressure wave p(r, t)
at any instant of time conforms to the envelope of spherical waves
emanating from every point on the wave front at the prior instant.
This principle can be used to synthesize acoustical wavefronts of
arbitrary shape. A mathematical formulation of it is given by the
Kirchhoff-Helmholtz integrals (e.g., [1, 4]) which can be derived
from the acoustic wave equation (given here for lossless media)

∇2p(r, t) − 1

c2

∂2p(r, t)

∂t2
= 0 (1)

and Newton’s second law

−∇p(r, t) = ρ
∂v(r, t)

∂t
, (2)

where c denotes the velocity of sound, ρ is the density of the
medium, and v(r, t) is the particle velocity. Since we assume
two-dimensional wave fields, we choose polar coordinates (r, θ)
throughout this paper. Using the second theorem of Green, ap-
plied to a curve C enclosing an region S , we obtain from (1) and
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(2) the 2D forward Kirchhoff-Helmholtz integral

p(2)(r, ω) =
−jk

4

∮
C

{
p(r′, ω) cos ϕH

(2)
1 (k∆r)

+ jρcvn(r′, ω)H
(2)
0 (k∆r)

}
d� (3)

and the 2D inverse Kirchhoff-Helmholtz integral

p(1)(r, ω) =
−jk

4

∮
C

{
p(r′, ω) cos ϕH

(1)
1 (k∆r)

+ jρcvn(r′, ω)H
(1)
0 (k∆r)

}
d�, (4)

where ∆r = ||r − r′|| and k = ω/c. The total wave field is given
by the sum of the incoming and outgoing contributions w.r.t. S :

p(r, ω) = p(1)(r, ω) + p(2)(r, ω). (5)

H
(1)
n and H

(2)
n are the Hankel functions of the first and second

kind, respectively, which are the fundamental solutions of the wave
equation in polar coordinates. vn denotes the radial component of
v. All quantities in the temporal frequency domain are underlined.

The 2D Kirchhoff-Helmholtz integrals (3) and (4) state that at
any listening point within the source-free listening area the sound
pressure can be calculated if both the sound pressure and its gra-
dient are known on the curve C enclosing this area. For practical
implementations in 2D sound fields the acoustic sources on the
closed contour are realized by loudspeakers on discrete positions.
Note that (3) and (4) can analogously be applied for wave field
analysis using a microphone array consisting of pressure and pres-
sure gradient microphones. The spatial sampling on the contour
defines the aliasing frequencies. While microphone spacings are
usually designed for a wide frequency range, lower aliasing fre-
quencies may be tolerated on the reproduction side as the human
auditory system seems not to be very sensitive to these aliasing
artifacts above approximately 1kHz.

3. MC AEC - STATE OF THE ART AND CONVENTIONAL
MULTICHANNEL ADAPTIVE ALGORITHMS

Classical AEC applications are hands-free telephony or telecon-
ference systems, where most of them are still based on monaural
sound reproduction. Only recently, first stereophonic prototypes
appeared [5], [6], and lately, it has become possible to extend the
system to the multichannel case (for 5-channel surround sound see,
e.g., [7]). The concept of this frequency-domain framework will
here be extended for WFS in Sect. 4.

3.1. Multichannel Acoustic Echo Cancellation
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Fig. 2. Basic MC AEC structure

The fundamental idea of any P -channel AEC structure (Fig. 2)
is to use adaptive FIR filters of length L with impulse response
vectors ĥi(n), i = 1, . . . , P that identify the truncated (gener-
ally time-varying) echo path impulse responses hi(n). The filters
ĥi(n) are stimulated by the loudspeaker signals xi(n) and, then,
the resulting echo estimates ŷi(n) are subtracted from the micro-
phone signal y(n) to cancel the echoes. For multiple microphones,
each of them is considered separately in this way. The filter length
L may be on the order of several thousand.

The specific problems of MC AEC include all those known
for mono AEC, but in addition to that, MC AEC often has to cope
with high correlation of the different loudspeaker signals [2, 3].
The correlation results from the fact that the signals are almost
always derived from common sound sources in the transmission
room, as shown in Fig. 2. The optimization problem therefore of-
ten leads to a severely ill-conditioned normal equation to be solved
for the P ·L filter coefficients. Therefore, sophisticated adaptation
algorithms taking the cross-correlation into account are necessary
for MC AEC [3].

3.2. Multichannel Adaptive Filtering

For various ill-conditioned optimization problems in adaptive sig-
nal processing, such as MC AEC, the recursive least-squares (RLS)
algorithm is known to be the optimum choice in terms of conver-
gence speed as it exhibits properties that are independent of the
eigenvalue spread [8]. The update equation of the multichannel
RLS (MC RLS) algorithm reads

ĥ(n) = ĥ(n − 1) + R−1
xx (n)x(n)e(n), (6)

where ĥ(n) is the multichannel coefficient vector obtained by con-
catenating the impulse response vectors ĥi(n) of all input chan-
nels, e(n) = y(n) − ŷ(n) is the current residual error vector be-
tween the echoes and the echo replicas. The length-PL vector
x(n) is a concatenation of the input signal vectors containing the
L most recent input samples of each channel. The correlation ma-
trix Rxx takes all auto-correlations within, and - most importantly
for MC AEC - all cross-correlations between the input channels
into account (see upper left corner of Fig. 3). However, the ma-
jor problems of RLS algorithms are the very high computational
complexity (mainly due to the large matrix inversion) and potential
numerical instabilities which often limit the actual performance in
practice.

An efficient and popular alternative to time-domain algorithms
are frequency-domain adaptive filtering (FDAF) algorithms [9]. In
FDAF, the adaptive filters are updated in a block-by-block fashion,
using the fast Fourier transform (FFT) as a powerful vehicle. Re-
cently, the FDAF approach has been extended to the multichannel
case (MC FDAF) by a mathematically rigorous derivation based on
a weighted least-squares criterion [10, 7]. It has been shown that
there is a generic wideband frequency-domain algorithm which is
equivalent to the RLS algorithm. As a result of this approach,
the arithmetic complexity of multichannel algorithms can be sig-
nificantly reduced compared to time-domain adaptive algorithms
while the desirable RLS-like properties and the basic structure of
(6) are maintained by an inherent block-diagonalization of the cor-
relation matrix as shown in the second column of Fig. 3. This
allows to perform the matrix inversion in (6) in a frequency-bin
selective way using only small and better conditioned P × P ma-
trices S

(ν)
xx in the bins ν = 0, . . . , 2L − 1. Note that all cross-

correlations are still fully taken into account by this approach.
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4. THE NOVEL APPROACH: WAVE-DOMAIN
ADAPTIVE FILTERING

With the dramatically increased number of highly correlated loud-
speaker channels in WFS-based systems, even the matrices S

(ν)
xx

become large and ill-conditioned so that current algorithms cannot
be used. In this section we extend the conventional concept of MC
FDAF by a more detailed consideration of the spatial dimensions
and by exploitation of wave physics as shown in Sect. 2.

4.1. Basic Concept

From a physical point of view, the nice properties of FDAF re-
sult from the orthogonality property of the DFT basis functions,
i.e., the complex exponentials which also separate the temporal
dimension of the wave equation (1). Therefore, it is desirable to
find a suitable spatio-temporal transform domain based on orthog-
onal basis functions that allow not only a decomposition among the
temporal frequencies as in MC FDAF, but also a spatial decompo-
sition as illustrated by the third column of Fig. 3. These basis func-
tions must also fulfill (1). In the next subsection we will propose
a suitable transform domain. Performing the adaptive filtering in

MC RLSMC RLS

RxxRxx

temporaltemporal

diag.diag.

MC FDAFMC FDAF

SxxSxx

decomp. intodecomp. into
temporal freq. binstemporal freq. bins

S
(ν)
xxS
(ν)
xx

spatialspatial

diag.diag.

WDAFWDAF

TxxTxx

decomp. intodecomp. into
temporal freq. binstemporal freq. bins

T
(ν)
xxT
(ν)
xx

decomp. intodecomp. into
spatio-temporal freq. binsspatio-temporal freq. bins

T
(ν,kθ)
xxT
(ν,kθ)
xx

Fig. 3. Illustration of the WDAF concept and its relation to con-
ventional algorithms.

a spatio-temporal transform domain requires spatial sampling on
both, the input and the output of the system, i.e., in contrast to
conventional MC FDAF, not only all loudspeaker signals, but also
all microphone signals are simultaneously taken into account for
the adaptive processing. Moreover, due to the orthogonality be-
tween the spatial components in the transform domain, there are
no cross-channels to be adapted. This leads to the general setup
of WDAF-based AEC shown in Fig. 4. Due to the decoupling of
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wave field
from far end

wave field
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sub-filters

room

T1

T2T3

θ

loudspeaker array

microphone array

Fig. 4. Setup for proposed AEC in the wave domain.

the channels, not only the convergence properties are improved but

also the computational complexity is reduced dramatically. Let us
assume Q = P microphone channels. Instead of P 2 filters in
the conventional approach, we only need to adapt P filters in the
transform domain. By additionally taking into account the sym-
metry property of spatial frequency components, the number is
further reduced to P/2. Thus, for a typical system with P = 32,
the number of channels is reduced from 1024 to 16.

4.2. Transformations and Adaptive Filtering

In this section we introduce suitable transformations T1, T2, T3

shown in Fig. 4. Note that in general there are many possible spa-
tial transformations depending on the choice of the coordinate sys-
tem. A first approach to obtain the desired decoupling would be to
simply perform spatial Fourier transforms analogously to the tem-
poral dimension. This corresponds to a decomposition into plane
waves [4] which is known to be a flexible format for auralization
purposes [11]. However, in this case we would need loudspeak-
ers and microphones at each point of the listening area which is
not suitable. Therefore, plane wave decompositions taking into
account the Kirchhoff-Helmholtz integrals are desirable. These
transformations depend on the array geometries. Circular arrays
are known to show a particularly good performance in wave field
analysis [11], and lead to an efficient WDAF solution. For clar-
ity, we will give the transforms in their continuous formulation in
the following as they follow from the physical equations (2)-(4)
[11]. For the realization, temporal and spatial sampling are neces-
sary according to the desired aliasing frequency. For transform T1

we obtain the following plane wave decomposition of the incident
wave field, emitted by the loudspeaker array with radius R:

x̃(1)(kθ , ω) =
j1−kθ

DR(kθ, ω)

{
H

(2)′
kθ

(kR)p̃
x
(kθ, ω)

−H
(2)
kθ

(kR)jρcṽx,n(kθ, ω)
}

, (7)

x̃(2)(kθ , ω) =
−j1+kθ

DR(kθ, ω)

{
H

(1)′
kθ

(kR)p̃
x
(kθ, ω)

−H
(1)
kθ

(kR)jρcṽx,n(kθ, ω)
}

, (8)

DR(kθ, ω) = H
(1)
kθ

(kR)H
(2)′
kθ

(kR) − H
(2)
kθ

(kR)H
(1)′
kθ

(kR).
(9)

H
(·)′
kθ

denotes the derivative of the respective Hankel function with
the angular wave number kθ . Underlined quantities with a tilde
denote spatio-temporal frequency components, e.g.,

p̃
x
(kθ, ω) =

1

2π

∫ 2π

0

p
x
(θ, ω)e−jkθθdθ. (10)

Analogously to (7) and (8) the reflected plane wave components
ỹ(1)(kθ, ω) and ỹ(2)(kθ, ω) in the receiving room are obtained by
T2 from p̃

y
(kθ, ω) and ṽy,n(kθ, ω) using the pressure and pres-

sure gradient microphone elements. On the loudspeaker side an
additional extrapolation assuming free field propagation of each
loudspeaker signal to the microphone positions is necessary within
T1 prior to using (7) and (8) in order to obtain px and vx,n of the
incident waves on the microphone positions.

Adaptive filtering is then carried out for each spatio-temporal
frequency bin. This corresponds to FIR filters for each spatial fre-
quency bin. Note that efficient conventional single-channel FDAF
algorithms can directly be applied to each sub-filter in Fig. 4. Since
the plane wave representation after the AEC is independent of the
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array geometries, the clean plane wave components can either be
sent to the far end directly, or they can be used to synthesize the
total spatio-temporal wave field using an extrapolation T3 of the
wave field [4].

5. SIMULATIONS
To verify the proposed concept, we study two different scenarios.

5.1. Case Study 1: Simulated Acoustic Environment

In the first simulation, we consider an idealized 2D scenario with
two circular 32-element arrays. The radius of the loudspeaker ar-
ray is 1m and the radius of the microphone array (which is located
concentric inside the loudspeaker array) is 0.98m. Using wave
field synthesis a virtual point source (music signal) has been posi-
tioned at 2m distance from the array center at an angle of θ = 90o.
After 5sec this angle has been changed to θ = 101.3o to verify the
quality of the estimated room parameters [2, 3]. All signals were
downsampled according to the aliasing frequency of fal ≈ 900Hz.
The wall at one side of the array at θ = 270o is assumed to be
reflective (calculation using the mirror-image method), the other
walls of the room are ideal absorbers. For the adaptation of the pa-
rameters, FDAF algorithms (filter length 1024 each) with an over-
lap factor 32 after [7] were used. Figure 5 shows the so-called
echo return loss enhancement (ERLE), i.e., the attenuation of the
echoes. Considering the low number of data samples due to the

0 2 4 6 8 10 12 14 16 18
0

5

10

15

20

25

30

Time [sec]

E
R

LE
 [d

B
]

Fig. 5. Simulation result for case 1.
low sampling rate, the convergence is extremely fast. Due to the
change of the source position after 5sec there is only a slight tem-
porary decrease of ERLE.

5.2. Case Study 2: Measurements in a Real Room

For the simulations using measured data from a real room, we
used 24 loudspeakers and a 32-element circular microphone ar-
ray (the recording was done by one rotating sound field micro-
phone mounted on a step motor) as shown in Fig. 6. The ceiling
is not damped. Again, a virtual point source was placed by WFS.
Figure 7 shows the ERLE convergence using the same overlap
factor 32 as above. Stable adaptation and sufficient attenuation lev-
els can be achieved. Although the convergence speed is somewhat
slower than in the simplified case 1 (which may result from the
reflections on the ceiling that are not taken explicitly into account
in the 2D approach), it is well comparable to conventional single-
channel AECs w.r.t. the number of available data samples. Further
experiments have shown that this data sparseness can largely be
compensated by an increased overlap factor so that a practical so-
lution is obtained.

6. CONCLUSIONS

A highly efficient novel approach to adaptive MIMO filtering in
the wave domain has been proposed which enables AEC for WFS-
based systems. The new framework is also applicable to several
other challenging adaptive filtering problems and applications.

Fig. 6. Measurements for case study 2.
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Fig. 7. Simulation result for case 2.
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