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ABSTRACT

In this paper, single-input multiple-output (SIMO)-model-based
blind source separation (BSS) is addressed, where unknown mixed
source signals are detected at the microphones, and these signals
can be separated, not into monaural source signals but into SIMO-
model-based signals from independent sources as they are at the
microphones. This technique is highly applicable to high-fidelity
signal processing such as binaural signal processing. First, we pro-
vide an experimental comparison between two kinds of the SIMO-
model-based BSS methods, namely, traditional frequency-domain
ICA with projection-back processing (FDICA-PB), and SIMO-
ICA recently proposed by the authors. Secondly, we propose a new
combination technique of the FDICA-PB and SIMO-ICA, which
can achieve a more higher separation performance in comparison
to two methods. The experimental results reveal that the accuracy
of the separated SIMO signals in the simple SIMO-ICA is inferior
to that of FDICA-PB, but the proposed combination technique can
outperform both simple FDICA-PB and SIMO-ICA.

1. INTRODUCTION

Blind source separation (BSS) is the approach taken to estimate
original source signals using only the information of the mixed
signals observed in each input channel. Owing to the attractive fea-
tures of BSS, much attention has been paid to the BSS technique
in various fields of signal processing. In this paper, we mainly
address the BSS problem lying on acoustic signal processing.

In recent works based on independent component analysis (ICA)

[1], various methods have been proposed to deal with the BSS
for acoustical sounds. However, the existing ICA-based BSS ap-
proaches are basically means of extracting each of the independent
sound sources as a monaural signal. Accordingly they have a seri-
ous drawback that the separated sounds cannot maintain informa-
tion about the directivity, localization, or spatial qualities of each
sound source. This prevents any BSS methods from being applied
to binaural signal processing [2], or any high-fidelity acoustic sig-
nal processing.

In order to solve the problem, we should adopt a new blind

separation framework in which Single-Input Multiple-Output (SIMO)-

model-based BSS is considered. Here the term "SIMO” repre-
sents the specific transmission system in which the input is a single
source signal and the outputs are its transmitted signals observed
at multiple sensors. In the SIMO-model-based separation sce-
nario, unknown multiple source signals which are mixed through
unknown acoustical transmission channels are detected at the mi-
crophones, and these signals can be separated, not into monaural
source signals but into SIMO-model-based signals from indepen-
dent sources as they are at the microphones. Thus, the SIMO-
model-based separated signals can maintain the spatial qualities
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of each sound source. Obviously the attractive feature is highly
applicable to high-fidelity acoustic signal processing.

The first objective of this paper is to provide an experimen-
tal comparison between two kinds of the SIMO-model-based BSS
methods as follows. (a) Traditional frequency-domain ICA (FDICA)
with projection-back processing (hereafter we call it FDICA-PB)
proposed by Murata and Ikeda [3]. (b) SIMO-ICA which consists
of multiple time-domain ICAs (TDICAs) recently proposed by the
authors [4]. The second objective of this paper is to propose a new
combination technique of the FDICA-PB and SIMO-ICA, which
can achieve a more higher separation performance with the low
computational complexity in comparison to two methods. The ex-
periments are carried out under a reverberant condition, and the
results explicitly reveal that the advantages and disadvantages of
the each method, and the superiority of the proposed combination
technique over the FDICA-PB or SIMO-ICA.

2. MIXING PROCESS

In this study, the number of microphones is K and the number
of multiple sound sources is L. The observed signals in which
multiple source signals are mixed linearly are expressed as

N1
z(t) = Y _ a(n)s(t—n) = A(2)s(t), (1)

n=0
where s(t) = [s1(t),---, s£(t)]" is the source signal vector, and
x(t) = [z1(t),---,2x(t)]T is the observed signal vector. Also,
a(n) = [ari(n)]w is the mixing filter matrix with the length of

N, and A(2) = [Au(2)]m = [E;L_ol aki(n)z" ")k is the z-
transform of a(n), where 271 is used as the unit-delay operator,
ie., 27" z(t) = z(t—n), ar(n) is the impulse response between
the k-th microphone and the I-th sound source, and [X];; denotes
the matrix which includes the element X in the ¢-th row and the
j-th column. Hereafter, we only deal with the case of K = L in

this paper.

3. SIMO-MODEL-BASED BSS 1: CONVENTIONAL
FDICA-PB

In the conventional FDICA-PB, first, the short-time analysis of
observed signals is conducted by frame-by-frame discrete Fourier
transform (DFT). By plotting the spectral values in a frequency
bin of each microphone input frame by frame, we consider them
as a time series. Hereafter, we designate the time series as X (£, t)
=[X1 (f7 t)v e 1XK(f7 t)]T

Next, we perform signal separation using the complex-valued
unmixing matrix, W (f) = [Wix(f)]ix, so that the L time-series
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Figure 1: Example of input and output relations in proposed SIMO-ICA performed in first stage, where permutation P; is given by (12).

output Y (£, t)=[Y1(£,1t), - -, Yz(£,t)]* becomes mutually inde-
pendent; this procedure can be given as

Y(f,t) = W(HX(f1). )

We perform this procedure with respect to all frequency bins. The
optimal W (f) is obtained by, e.g., the following iterative updat-
ing:

wit(f) = p[I- (Y ()Y (£,1)), ]WI(F)
+wh(f), 3)

where (-); denotes the time-averaging operator, [¢] is used to ex-
press the value of the 4 th step in the iterations, and 7 is the step-
size parameter. In our research, we define the nonlinear vector
function ®(-) as [5]

lI>(Y(f, t)) = [ej-arg(Yl(f,t))7 . ,eJ-arg(YL(f,t))]T , (4)
where arg[-] represents an operation to take the argument of the
complex value. After the iterations, the permutation problem, i.e.,
indeterminacy in ordering sources, can be solved by [6].

Finally, in order to obtain the SIMO components, the sepa-
rated signals are projected back onto the microphones by using the
inverse of W (£) [3]. In this method, the following operation is
performed.

vt = {wn™ [

0,Yi(£,1),0 ] }k 5)

where Yk(l) (f,t) represents the I-th resultant separated source sig-
nal which is projected back onto the k-th microphone, and {-}
denotes the k-th element of the argument.

The FDICA-PB has the advantage that (F1) this method is
very fast and nonsensitive to the initial value in the iterative up-
dating because the calculation of FDICA given by (3) and the
projection-back processing given by (5) are simple. There exists,
however, the disadvantages that (F2) the inversion of W (f) often
fails and yields harmful results because the invertibility of every
W (f) cannot be guaranteed, and (F3) the circular convolution ef-
fect inherent in FDICA is likely to cause the deterioration of the
separation performance.

4. SIMO-MODEL-BASED BSS 2: PROPOSED SIMO-ICA

The SIMO-ICA [4] consists of (L — 1) TDICA parts and a fidelity
controller, and each ICA runs in parallel under the fidelity control
of the entire separation system (see Fig. 1). The separated signals
of the [-thICA (I =1,--- L — 1) in SIMO-ICA are defined by

(ICAI) (O)]e1 = Z wacan(n)x(t —n), (6)

n=0

y(ICAI)(t)

where wcan(n) = [wEJI-CAl) (n)]s; is the separation filter matrix

in the I-th ICA, and D is the filter length.

Regarding the fidelity controller, we calculate the following
signal vector, in which the all elements are to be mutually inde-
pendent,

a(t— D/2) —

Z Yacan(t @)

Hereafter, we regard y;car,(t) as an output of a virtual “L-th”
ICA, and define its virtual separation filter matrix as

Z waoan(n),  ®)

where d(n) is a delta function, i.e., §(0) = 1 and d(n) = 0 (n #
0). The reason we use the word “virtual ” here is that the L-th
ICA does not have own separation filters unlike the other ICAs,
and w(1cary(n) is subject to wcayn(n) (I=1,---,L —1).

To explicitly show the meaning of the fidelity controller, we
rewrite (7) as

L
Z Yacan(t)
=1

Equation (9) means a constraint to force the sum of all ICAs’ out-
put vectors EIL 1 y(lc A (t) to be the sum of all SIMO compo-
nents | Zl Api(2)si(t — D/2)]k1(= =(t — D/2)). Here the
delay of D / 2 is used as to deal with nonminimum phase systems.
Using (6) and (7), we can obtain the appropriate separated signals
and maintain their spatial qualities as follows.

y(ICAL)(t) =

wacar)(n) = Ié(n— —

x(t — D/2) = 0. ©9)
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Theorem: If the independent sound sources are separated by (6),
and simultaneously the signals obtained by (7) are also mutually
independent, then the output signals converge on unique solutions,
up to the permutation, as

Yacan (t) = diag [A(Z)PIT] Ps(t—D/2), (10)

where P; (I = 1,---
matrices which satisfy

L
> Po=[1;. (11
=1

Regarding a proof of the theorem, see [4].

Obviously the solutions given by (10) provide necessary and
sufficient SIMO components, Ag;(z)s;(t — D/2), for each I-th
source. However, the condition (11) allows multiple possibilities
for the combination of P;. For example, one possibility is shown
in Fig. 1 and this corresponds to

Py = [0im,)]kis (12)

, L) are exclusively-selected permutation

where d;; is Kronecker’s delta function, and

_ k+1-1 (k+1—-1<1L)
m(k,l)—{ ktl-1-L (k+l—1> L) (13)

In this case, (10) yields

[Akm 1) Smk,)(E—=D/2)]k1 (I=1,---,L). (14)

In order to obtain (10), the natural gradient of Kullback-Leibler
divergence of (7) with respect to wcazy(n) should be added to
the existing TDICA-based iterative learning rule [7] of the separa-
tion filter in the {-th ICA ({ = 1,---,L — 1). The new iterative
algorithm of the I-th ICA part (I = 1,---, L — 1) in SIMO-ICA is

Yacan ()=

given as
[ +1]
(ZICAI)(n)
D1
'w(ICAl)(n a [{off—diag <go(y£ll]CAl)(t))
d=0

yEZI]CAl)(t -n+ d)T>t} ) wElI]CAl)(d)
{off diag <Lp Z y(ICAl) t)
D — [i] T
et -—n+d- 5)—211(1%”(7: —n+d)’))
=1
D L—1
: (Ié(d -3 - IX: wE’I]CAl)(d))] , (15)
=1

where a is the step-size parameter, and ¢(-) is the nonlinear vector
function, e.g., the I-th element is set to be tanh(y; (¢)). In (15), the
updating w1caz)(n) for all I should be simultaneously performed
in parallel in terms of [ because each iterative equation is associ-

ated with the others via ZIL;II yEiI]O any(t). Also, the initial values

of wcary(n) for all I should be different. After the iterations,
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Figure 2: Layout of reverberant room used in experiments.

the separated signals should be classified into SIMO components
of each source because the permutation arises. This can be easily
achieved by using a cross correlation among separated signals [4].

The SIMO-ICA has the following advantage and disadvan-
tage. (T1) This method is free from both the circular convolu-
tion effect and the invertibility of the separation filter matrix. (T2)
Since the SIMO-ICA is based on TDICA which involves more
complex calculations than FDICA, the convergence of the SIMO-
ICA is very slow, and the sensitivity to the initial settings of sepa-
ration filter matrices is very high.

5. PROPOSED COMBINATION TECHNIQUE OF
FDICA-PB AND SIMO-ICA

As described above, two kinds of SIMO-model-based BSS meth-
ods have some disadvantages. However, note that the advantages
and disadvantages of FDICA-PB and SIMO-ICA are mutually com-
plementary, i.e., (F2) and (F3) can be resolved by (T1), and (T2)
can be resolved by (F1). Therefore, we propose a new multistage
technique combining FDICA-PB and SIMO-ICA.

The proposed multistage technique is conducted with the fol-
lowing steps. In the first step, we perform FDICA to separate the
source signals to some extent with the fast- and robust-convergence
advantage (F1). After the FDICA, we generate a specific initial

value wEI]C Al)( n) for SIMO-ICA performed in the next step by

using W (f) obtained from FDICA. This procedure is given by
withan () = TFFT[diag [W ()™ PT] PW ()], (16)

where P are set to be, e.g., (12), and IFFT[] represents an inverse
DFT with the time shift of D/2 samples. In the final step, we per-
form SIMO-ICA (15) to obtain resultant SIMO components with
the advantage (T1).

Compared with the simple SIMO-ICA, this combination algo-
rithm is not so sensitive to the initial value of the separation filter
because FDICA is used for estimating the good initial value. Also,
this technique has the possibility to provide a more accurate sepa-
ration result over the simple FDICA because the resultant quality
of the output signal is determined by the separation ability of the
SIMO-ICA starting from the good initial state.

6. EXPERIMENTS AND RESULTS

6.1. Conditions for Experiment
A two-element array with an interelement spacing of 4 cm is as-
sumed. The speech signals are assumed to arrive from two direc-
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tions, —30° and 40°. The distance between the microphone array
and the loudspeakers is 1.15 m. Two kinds of sentences spoken by
two male and two female speakers are used as the source speech
samples. Using these sentences, we obtain 6 combinations. The
sampling frequency is 8 kHz and the length of speech is limited
to 7.5 seconds. To simulate the convolutive mixtures, the source
signals are convolved with impulse responses recorded in the ex-
perimental room (see Fig. 2) which has a reverberation time (RT)
of 150 ms. The length of the separation filter is set to be 2048
in both FDICA-PB and SIMO-ICA. The initial value in the sim-
ple SIMO-ICA case is null-beamformer whose directional null is
steered to £45°. The initial value in FDICA is generated by PCA
and FastICA [8].

As an objective evaluation score, SIMO-model accuracy (SA)
[9] is used to indicate a degree of similarity (mean-squared-error)
between the SIMO-model-based BSSs’ outputs and the original
SIMO-model-based signals (Ax;(2)s:(t — D/2)).

6.2. Results and Discussion

In order to evaluate the SIMO-ICA’s sensitivity to the initial value
of the separation filter matrices 'wE?]C Al)(n), we carry out sepa-
ration experiments with the different initial matrices. According

to (16), we generate multiple distinct 'wE?]C Al (n) from W (f) of
various qualities by changing the number of iterations in FDICA.

Figure 3 shows the typical results of SAs for SIMO-ICA with
different initial values in the case of a specific male-male com-
bination. The SAs in these initial states are set to be from 0.6
to 18.2 dB, where 18.2 dB was maximum and an upper limit in
FDICA-PB (see the horizontal solid line). From this figure, it is
evident that the performances of SIMO-ICA is inferior to those of
FDICA-PB under low-quality initial value conditions (0.6-15.3 dB),
but SIMO-ICA can outperform FDICA-PB especially when the
initial value is improved over 16.3 dB. This is a promising ev-
idence on the feasibility of the proposed combination technique
of FDICA-PB and SIMO-ICA, i.e., we can obtain accurate SIMO
signals by using SIMO-ICA which follows a saturated FDICA-PB
with the sufficient iterative updating.

Figure 4 shows the results of SAs for FDICA-PB, SIMO-ICA,
and the proposed combination technique in all speaker combina-
tions. In the results of the proposed combination technique, there
exists a consistent improvement of SA compared with FDICA-PB
as well as the simple SIMO-ICA. The average score of the im-
provement is 10.1 dB over SIMO-ICA, and is 4.5 dB over FDICA-
PB. From these results, we can conclude that the proposed combi-
nation technique can assist the SIMO-ICA in improving the sep-
aration performance, and successfully achieve the SIMO-model-
based BSS.

7. CONCLUSION

In this paper, first, the conventional FDICA-PB and the proposed
SIMO-ICA were compared under a reverberant condition to eval-
uate the feasibility of SIMO-model-based BSS. Secondly, we pro-
posed a new combination technique of FDICA-PB and SIMO-ICA
to achieve the more higher separation performance compared with
each of two methods. The experimental results revealed that the
accuracy of the separated SIMO signals in the simple SIMO-ICA
is inferior to that of FDICA-PB under low-quality initial value
conditions, but the proposed combination technique of FDICA-
PB and SIMO-ICA can outperform both simple FDICA-PB and
SIMO-ICA. The average of the improvement was 10.1 dB over
SIMO-ICA, and was 4.5 dB over FDICA-PB.
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tial value conditions.

g2 M- B - m
£ 15[\ Y BN\ =N B
Al EEEEER
SHIEN Ep EEY B\ B\ Ep\ A\
g s N I I\ \ I
» ombination \ N \ \ \

M1+M2  M1+F1  M1+F2 M2+F1 M2+F2 F1+F2 Average
Combination of Speakers
Figure 4: Comparison of SIMO-model accuracy among conven-
tional FDICA-PB, proposed SIMO-ICA, proposed combination
technique. “M1” and “M2” mean two male speakers, and “F1”
and “F2” mean two female speakers.

8. ACKNOWLEDGEMENT
This work was partly supported by Core Research for Evolutional
Science and Technology Program “Advanced Media Technology
for Everyday Living” of Japan Science and Technology Agency.

9. REFERENCES

[1] P. Comon, “Independent component analysis, a new concept?,” Sig-
nal Processing, vol.36, pp.287-314, 1994.

[2] J. Blauert, Spatial Hearing (revised edition), Cambridge, MA: The
MIT Press, 1997.

[3] N. Murata and S. Ikeda, “An on-line algorithm for blind source sep-
aration on speech signals,” Proc. Int. Sympo. on Nonlinear Theory
and its Application (NOLTA ’98), vol.3, pp.923-926, 1998.

[4] T. Takatani, T. Nishikawa, H. Saruwatari, and K. Shikano, “High-
fidelity blind separation of acoustic signals using SIMO-model-
based ICA with information-geometric learning,” Proc. Int. Work-
shop on Acoustic Echo and Noise Control, pp.251-254, 2003.

[5] H. Sawada, R. Mukai, S. Araki, and S. Makino, “Polar coordinate
based nonlinear function for frequency domain blind source separa-
tion,” IEICE Trans. Fundam., vol.E86-A, no.3, pp.590-596, 2003.

[6] H. Sawada, R. Mukai, S. Araki, and S. Makino, “A robust and
precise method for solving the permutation problem of frequency-
domain blind source separation,” Proc. Int. Sympo. on ICA and BSS,
pp.505-510, 2003.

[7]1 S. Choi, S. Amari, A. Cichocki, and R. Liu, “Natural gradient learn-
ing with a nonholonomic constraint for blind deconvolution of mul-
tiple channels,” Proc. Int. Workshop on ICA and BSS (ICA’99),
pp.371-376, 1999.

[8] A. Hyvarinen, “Fast and robust fixed-point algorithm for indepen-
dent component analysis,” IEEE Trans. Neural Networks, vol.10,
no.3, pp.626-634, 1999.

[9] H. Yamajo, H. Saruwatari, T. Takatani, T. Nishikawa, and K.
Shikano, “Evaluation of blind separation and deconvolution for con-
volutive speech mixture using SIMO-model-based ICA,” Proc. Int.
Workshop on Acoustic Echo and Noise Control, pp.299-302, 2003.

Iv-112

I 2



