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ABSTRACT
In this paper, we will compare and evaluate the various noise can-
cellation schemes available in what we will term the ‘dual micro-
phone systems’ (DMS). A DMS is a directional audio-capturing
device consisting of two microphones with possibly different dir-
ectional characteristics: omnidirectional, bidirectional or cardi-
oid. A general structure is proposed to coherently represent the
different schemes for the DMS. This is followed by a theoret-
ical derivation of performance of various DMS configurations un-
der incoherent, coherent and diffuse noise fields. The relation-
ships between the different configurations and some guidelines for
design of DMS are also presented.

1. INTRODUCTION

In recent years, dual microphone systems (DMS) have become a
promising solution for directional audio capture (and, indirectly,
noise reduction) in speech communications where mobility for the
user is necessary [1–5]. Equipped with adaptive noise cancella-
tion [6], a DMS optimizes its performance in changing and noisy
environments. Compared with using a single directional micro-
phone with fixed polar pattern, the DMS provides more flexibility
and can lead to much higher gain in signal-to-noise ratio (SNR).
Furthermore, a DMS is compact and can even be incorporated into
a hearing aid [2,4]. The schemes using two closely spaced micro-
phones also eliminate the need for near-field compensation [7].

The DMS can be broadly divided into two groups according
to the types of microphone used. The first group, as partially pro-
posed in [1], consists of a combination of omnidirectional, cardioid
and bidirectional microphones, see Fig. 1, followed by an adaptive
noise canceller [6], as shown in Fig. 2. The primary microphone
picks up the desired signal s(t) with some noise while the signal
from the reference microphone contains almost entirely of noise;
an estimate of s(t), namely y(t), is formed after the adaptive can-
celler. Any spatial information of the signal is obtained directly
through the inherent directionality of the individual microphone
rather than through the differences caused by the interspacing dis-
tance of the two microphones, as in the second group.

The second group consists of two omnidirectional microphones
that are separated by a small distance d. By making use of delays
and gains, see Fig. 3, in combining the outputs from these two
omnidirectional microphones, different polar patterns can be gen-
erated that can result in the different combinations in Fig. 1. This
configuration is flexible because the looking direction can be eas-
ily adjusted and efficient algorithms are also available, e.g., [2–5].

In this paper, we will limit our discussions to the DMS with
very closely-spaced microphones. We will consider the poten-
tial benefits in noise reduction under typical noise conditions, and
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Fig. 1. Various configurations for dual microphone system: (a)
omni-cardioid (b) cardioid-cardioid (c) bidirectional-cardioid (d)
cardioid-bidirectional (Note: the arrows denote the desired signal.)
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Fig. 2. Block diagram of an adaptive noise cancellation system.

thereby deduce useful design guidelines for DMS. The rest of the
paper is organized as follows. In Section 2, we will review cur-
rent algorithms in DMS and propose to recast these schemes into
a consistent framework. In Section 3 we will present the theoret-
ical performance under three different noise conditions, followed
by detailed simulation results1in Section 4. Some concluding re-
marks are given in Section 5.

2. DUAL-MICROPHONE SYSTEMS

In this section we will recast the basic configuration of Fig. 3 into
the familiar GSC [9] framework for microphone arrays.

Let us designate the two microphones in Fig. 2 as being ‘primary’
and ‘reference’. In an adaptive noise canceller [6]. The ‘primary’
microphone (MIC#1 in Fig. 3) picks up both the desired signal s(t)
and the noise n(t), whereas the ‘reference’ microphone (MIC#2 in
Fig. 3) picks up mostly only a noise n′(t) component. The refer-
ence signal is then adaptively subtracted from the primary signal
to produce an estimate of the desired signal2.

A noise canceller can also be constructed using two omni-

1Due to space limitations, the experimental results are presented in a
companion paper [8].

2We will further assume that after adaptation Wn
′(t) ≈ n(t), which

is satisfied in many practical situations.
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Fig. 3. Coherent structure for adaptive dual omni-microphone ar-
ray

directional microphones, separated by a small distance d, and used
in either broadside or endfire orientation. Virtual cardioid or bid-
irectional microphones can be formed from the two microphones
via the delay-differential method [3]. For example, configuration
in Fig. 1b can be achieved using two differential and virtual cardi-
oid microphones placed back-to-back, see also [2,3].

To collectively represent the various dual omni-microphone
schemes, let us denote the outputs of the two microphones as x1(t)
and x2(t) respectively. The upper branch enhances signal from the
desired direction by using delays and weighting coefficients, while
the bottom branch blocks the signal from the desired direction.
The two branches are then summed and, through an adaptive filter
W , the ‘reference’ signal y2(t) is then subtracted from y1(t) to
obtain the desired output y(t). The various signals of interest are

y1(t) = a1x1(t − τi1) + a2x2(t − τi2) (1)

y2(t) = x1(t − τo1) − x2(t − τo2) (2)

y(t) = y1(t − τc) − W (t)Y2(t) (3)

Y2(t) �
[
y2(t) y2(t − 1) · · · y2(t − L + 1)

]T
(4)

where τc is the time delay for causality, Y2(t) the ‘reference’ vec-
tor at time t and L the filter length of W . A commonly used ad-
aptive algorithm, the Norm-Constrained LMS [6] will be used:

W ′ = W (t) + 2µy(t)
Y2(t)

‖Y2(t)‖2
(5)

W (t + 1) =

{√
K/Ω · W ′, Ω � ‖W ′‖2 for Ω > K

W ′ otherwise
(6)

where µ is the step size, W ′ denotes the temporal filter, and Ω and
K are the squared-norm of W (t) and a threshold respectively. If
Ω > K, W (t + 1) will be restrained by scaling.

The parameters of the various noise cancelling schemes using
two omni-microphones have been summarized in Table 1:

(A) Conventional delay-and-sum beamforming.

(B) GSC (broadside) [9]: generalised sidelobe canceller using
two omni-microphones in broadside orientation.

(C) GSC (endfire): two omni-microphones in endfire orienta-
tion.

(D) Omni-cardioid (Fig. 1(a)): omni-directional microphone is
MIC#1 in Fig. 3; differential cardioid microphone formed
by combining MIC#1 and MIC#2 as in Fig. 3.

(E) Bidirectional-cardioid (Fig. 1(c)): two differential micro-
phones formed by combining MIC#1 and MIC#2 as in Fig. 3.

Table 1. Parameters of different configurations for DMS. (Note:
d = inter-microphone distance, c = speed of sound).

No. τi1 τi2 τO1 τO2 a1 a2 Taps
(A) 0 0 - - 1 1 -
(B) 0 0 0 0 1 1 L
(C) d/c 0 d/c 0 1 1 L
(D) 0 0 d/c 0 1 0 L
(E) 0 0 d/c 0 1 -1 L
(F) 0 d/c d/c 0 1 -1 L
(G) 0 d/c d/c 0 1 -1 1
(H) 0 0 0 0 A1 A2 -

(F) Cardioid-cardioid A (Fig. 1(b)): two differential cardioid
microphones formed by combining MIC#1 and MIC#2 as
in Fig. 3.

(G) Cardioid-cardioid B (Fig. 1(b)): adaptive null-forming scheme
with filter length of 1 tap [2,3]. The main difference with
(F) is the lack of an adaptive filter W as shown in Fig. 3.

(H) Superdirective [10]: endfire array where A1 and A2 are fil-
ters.

3. THEORETICAL PERFORMANCE ANALYSIS

In this section, we will derive the theoretical performance for the
schemes in Table 1 under incoherent, coherent and diffuse noise.
The analysis is based on the complex coherence function [11].

Denote outputs of the two microphones in frequency domain
as X1(ω) and X2(ω). The complex coherence ΓX1X2

(ω) is defined:

ΓX1X2
(ω) =

PX1X2
(ω)√

PX1X1
(ω)PX2X2

(ω)
(7)

where PX1X2
, PX1X1

and PX2X2
are the cross- and auto-power

densities of x1(t) and x2(t) respectively.
In an incoherent noise field (e.g., microphone self-noise), the

coherence function ΓX1X2
(ω) is independent of the inter-microphone

distance d and is 0 for all frequencies ω

ΓX1X2
(ω) = 0, ∀ω. (8)

For the case of coherent noise (e.g., sound source is in the far field
and absence of reverberation) the microphone outputs are com-
pletely identical except for a time delay and the complex coherence
function ΓX1X2

(ω) is then given by

ΓX1X2
(ω) = ejωd cos θ/c (9)

where θ is the angle between the sound source and the array.
In a diffuse noise field the coherence function is real-valued

and given by [11]

ΓX1X2
(ω) = sinc(ωd/c) (10)

where sinc γ = (sin γ)/γ. The diffuse noise field is often re-
garded as a good approximation of a reverberant room, hence the
analysis under this noise field provides a good indication for many
realistic environments. If we assume that no desired signal is
present and that the noise is PNN = PX1X1

= PX2X2
, then
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by rewriting (1) and (2) in frequency domain, the auto- and cross-
spectral densities of Y1(ω) and Y2(ω) are

PY1Y1
(ω) = PNN (a2

1 + a2
2 + 2a1a2 Re{ΓX1X2

(ω)e−jω(τi1−τi2)})
(11)

PY2Y2
(ω) = PNN (2 − 2 Re{ΓX1X2

(ω)e−jω(τO1−τO2)}) (12)

PY2Y1
(ω) = PNN (a1e

−jω(τO1−τi1) − a2e
−jω(τO2−τi2) (13)

− a1e
−jω(τO2−τi1)ΓX1X2

(ω)∗

+ a2e
−jω(τO1−τi2)ΓX1X2

(ω))

where * is the conjugate operator. The noise reduction (NR) of the
fixed upper branch (NRU ) and the adaptive bottom branch (NRL)
of Fig. 3, such that NR = NRU × NRL, are then defined as

NRU =
PNN (ω)

PY2Y1
(ω)

(14)

NRL =
PY1Y1

(ω)

PY1Y1
(ω) − |Hopt(ω)|2PY2Y2

(ω)
(15)

Minimizing the output power results in [11]

Hopt(ω) =
PY2Y1

(ω)

PY2Y2
(ω)

. (16)

By applying the parameters in Table 1 to (11)-(16) the follow-
ing observations can be made:

1. In an incoherent noise field, all methods have a noise reduc-
tion NR=2, i.e., 3dB.

2. In a coherent noise field, (A) has a fixed NR which de-
pends on the direction of arrival θ, given by NR = 2/(1 +
cos(γ cos θ)), where γ = ωd/c. NR of methods (B)-(F),
(H) are infinite in all directions while NR for method (G) is
infinite in the back hemisphere only.

3. For diffuse noise fields, (A) and (B) have the same per-
formance, see Table 2. Furthermore, while NRU and NRL

of (C)-(H) are different, the overall NR are all identical to
method (H), which is optimal for diffuse noise fields [10].

4. For small γ, which corresponds to low frequency and a
small d, the performances of (A) and (B) are very poor,
while the NR of (C)-(H) can be up to 6 dB. On the other
hand, when γ increases, the noises received by the two
microphones gradually become incoherent and the NRs of
(A)-(H) meet at 3dB.

4. SIMULATIONS AND DISCUSSIONS

In this section, we will study the performance of the various schemes
in a simulated office environment (7 × 3.50 × 2.85)m using two
omnidirectional microphones with d = 0.0156m - corresponding
to one-sample delay for sampling rate of 22050Hz. Simulations
were performed to mimic coherent and reverberant noise fields for
different reverberation times Tr . A band-limited (250-4000Hz)
white noise was used as the test signal. The imaging method de-
scribed in [12] was used to simulate the transfer function between
the loudspeaker and each microphone.

For methods (B)-(F), the Norm-Constrained NLMS algorithm
with µ = 0.1 and L = 64 was used3. The technique proposed in

3As the performance of (A) is rather clear, it will not be discussed fur-
ther.

Table 2. Noise reduction of various DMS under diffuse noise
fields, γ = ωd/c, sinc γ = (sin γ)/γ.

No. NRU NRL NR
(A) 2

1+sinc(γ)
non-adaptive 2

1+sinc(γ)

(B) 2
1+sinc(γ)

1 2
1+sinc(γ)

(C) 2
1+cos γ sinc(γ)

1−sinc2 γ cos2 γ
1−sinc2 γ

2(1−sinc γ cos γ)

1−sinc2 γ

(D) 1 2(1−sinc γ cos γ)

1−sinc2 γ

2(1−sinc γ cos γ)

1−sinc2 γ

(E) 1−cos γ
1−sinc γ

2(1−sinc γ cos γ)
(1+sinc γ)(1−cos γ)

2(1−sinc γ cos γ)

1−sinc2 γ

(F) 1−cos 2γ)
1−sinc γ cos γ

(1−sinc γ cos γ)2

(1−sinc2 γ)(1−cos2 γ)

2(1−sinc γ cos γ)

1−sinc2 γ

(G) 1−cos 2γ)
1−sinc γ cos γ

(1−sinc γ cos γ)2

(1−sinc2 γ)(1−cos2 γ)

2(1−sinc γ cos γ)

1−sinc2 γ

(H) 2(1−sinc γ cos γ)

1−sinc2 γ
non-adaptive 2(1−sinc γ cos γ)

1−sinc2 γ

[2] was implemented for (G), and standard superdirective weight-
ings optimized for diffuse noise field was used for (H). For the
simulations, the array was rotated 360° at increments of 9°. Since
it was observed that the results of (C)-(F) were identical, we will
only report results for methods (B) and (D)-(H).

4.1. Coherent Noise Field

As shown in Figs. 4a-4d, the norm constraints K in (6) can be
used as a beamwidth controller. Increasing K results in sharper
beam patterns and vice versa. As alluded to in Section 3, all of the
methods show good noise cancellation under coherent noise.

As can be seen from Figs. 4a-4c, the polar patterns of (D)-(F)
are exactly the same. Within the directions of interest at about
0°±10°, their responses are all relatively flat. This may be due
to the flat notch of the reference channel in these configurations,
which is equivalent to a cardioid microphone. On the other hand,
the polar pattern of (B) (Fig. 4d) is very sharp, because the refer-
ence channel of (B) is equivalent to a bidirectional microphone and
its null is much sharper than that of the cardioid counterpart. This
seems to indicate that the bidirectional reference signal leads to
good spatial selectivity while the cardioid reference signal makes
the system robust against errors in target signal direction. How-
ever, (B) has an inherent drawback of direction ambiguity.

Method (G) shown in Fig. 4e, due to the constraint in the ad-
aptive filter W , results in a polar pattern with a wide frontal hemi-
sphere [2]. In Fig. 4f, (H) has a fixed hypercardioid pattern. If
certain prior knowledge is available, such as the directions of inter-
ferences and target signals, (H) can be optimized, and in principle
the noise reduction for a single coherent noise is infinite [10].

4.2. Reverberant Environment

The effects of different reverberation times Tr on the polar pat-
tern are shown in Fig. 5. We can see that the noise reduction
performance worsens significantly as Tr increases. For (D)-(F)
(Figs. 5a- 5c), with Tr increasing from 0.03s to 0.10s and then to
0.30s, the sidelobes increase from 5dB to 8dB and then to 10dB.
At the same time, the mainlobes also become wider. On the other
hand, although (H) (Figs. 5f) has similar performance to (D)-(F)
in reverberant conditions, its mainlobe does not change much. It
is also observed that there are two nulls at 90° and 270° for (D)-
(G). These nulls actually fall into the plane which crosses the mid-
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point of the two microphones and is orthogonal to the line joining
the two microphones. In this plane, the transfer functions of the
propagation paths from the loudspeaker to the two microphones
are almost similar and a reverberant environment results in least
degradation in noise reduction. For method (H), the two nulls are
at 109° and 251° [10].
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Fig. 4. Simulated results for different combinations of 2 omni-
microphones, for K=10 —, 5 - -, 2.5 -.-.. Concentric circles on
the polar plots denote 0, 5, 15 and 20dB respectively. (a) Method
(D); (b) method (F); (c) Method (E); (d) Method (B); (e) Method
(G) [2,3]; (f) Method (H) [10].
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Fig. 5. Simulated results for different combinations of 2 omni-
microphones, for K = 50, Tr =0.03ms —, 0.1ms - -, 0.3ms -.-..
Concentric circles on the polar plots denote 0, 5, 15 and 20dB
respectively. (a) Method (D); (b) method (F); (c) Method (E); (d)
Method (B); (e) Method (G) [2,3]; (f) Method (H) [10].

4.3. Design Considerations

In terms of the frequency characteristic, we note that only the
frequency response of (D) is uniform for all directions since the
primary signal is obtained using an omni-microphone. In contrast,
the responses of (A)-(C) and (H) are uniform at 0°only. On the
other hand, the responses of (E)-(G) are frequency-dependent for
all directions and this leads to the use of a low pass filter as in [3].
Additional improvements to the performance of these methods, es-
pecially in multiple interference scenarios can be achieved by us-
ing subband adaptive filtering [5] with an increase in complexity.

5. CONCLUSIONS

In this paper, the performance of two groups of DMS is studied.
While the first group using two different types of microphones can
be made more compact since a inter-microphone distance is not
required, the second group using two omni-microphones provides
more flexibility. Under the second group, methods (B)-(H) show
good noise reduction performance under coherent noise field. In
diffuse noise field, methods (C)-(F) have better noise reduction
ability than methods (A)-(B), especially in low frequency band.
At the same time, the performance of the second group is similar
that of their equivalent schemes in the first group. In addition,
by using bidirectional-type reference signal, the dual microphone
system has a good spatial selectivity, while by using cardioid-type
reference signal, the DMS is more robust against errors in the
looking-direction. In real environments, it was observed that the
performance of the DMS depends highly on the distance between
the sound sources and the microphones.
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