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ABSTRACT

Time delay estimation (TDE) is a difficult problem in a reverber-
ant environment and the traditional generalized cross-correlation
(GCC) methods perform poorly. The adaptive eigenvalue decom-
position (AED) algorithm recently proposed by the authors ex-
ploits blind channel identification (BCI) technique and deals with
room reverberation more effectively. The AED algorithm was de-
veloped for a two-channel system. It requires that the two channels
do not share any common zeros (a necessary condition of system
identifiability). In this paper we generalize the AED algorihm to
multichannel (more than 2) systems. Compared to the AED algo-
rithm, the generalized method is more robust since it is less likely
for all channels to share a common zero when more sensors are
used.

1. INTRODUCTION

In many multimedia communication and voice processing systems,
the knowledge of sound source location is essential for steering a
video camera to facilitate interactive collaboration [1] and for ap-
plying advanced array signal processing technologies to acquire
high-fidelity speech [2]. After two decades of continuous research,
the time delay estimation (TDE) based approach to acoustic source
localization has become the technique of choice for implementa-
tions of these applications, especially in recent digital systems. A
robust TDE method for wideband acoustic signals is apparently
the cornerstone of the success of these systems.

Traditionally, time difference of arrival (TDOA) is estimated
in light of the cross-correlation function between two received sig-
nals. The generalized cross-correlation (GCC) method [3] is the
most popular technique for TDE mainly because of its computa-
tional simplicity and negligible delay in processing, but is sensitive
to noise and room reverberation in practice. Some amendments to
the GCC method have been proposed. But unfortunately, the cross-
correlation-based algorithms fundamentally cannot cope well with
reverberation since they all assume an unrealistic single-path prop-
agation channel model without taking into account the mutlipath
effect. To the best of our knowledge, all known TDE methods fail
in a highly reverberant room.

In this paper, we consider a real-reverberant model for room
acoustics. Suppose that � microphones are used to capture sig-
nals � � � 	 � 
 � � � 
 � 
 � � � 
 � , propagating from a single unknown
source � � 	 � , which leads to a single-input multiple-output (SIMO)
system as illustrated in Fig. 1:� � � 	 � � ! # % � ' � � 	 � ) + � � 	 � 
 � � � 
 � 
 � � � 
 � 
 (1)

where ! # % � is the true (subscript t) impulse response of the � -th
channel and + � � 	 � is the additive background noise at the � -th mi-
crophone. In vector form, (1) can be expressed as:/ � � 	 � � 1 # % � � 2 � 	 � ) 3 � � 	 � 
 (2)

where/ � � 	 � � 6 � � � 	 � � � � 	 8 � � � � � � � � 	 8 < ) � � ? A 
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2 � 	 � � 6 � � 	 � � � 	 8 � � � � � � � 	 8 � < ) � � ? A 
3 � � 	 � � 6 + � � 	 � + � � 	 8 � � � � � + � � 	 8 < ) � � ? A 
< is set to the length of the longest channel impulse response by
assumption, and � � � A denotes vector/matrix transpose. The chan-
nel parameter matrix 1 # % � is of dimension < Z � � < 8 � � and is
constructed from:] # % � � 6 ! # % � % E ! # % � % J � � � ! # % � % G I J ? A b (3)

In an earlier study [4], we tackled the TDE problem from a dif-
ferent point of view and proposed the adaptive eigenvalue decom-
position (AED) algorithm based on the blind channel identification
(BCI) technique. For an identifiable SIMO system, the following
two conditions need to be met [5]:

1. The polynomials formed from

] # % � are co-prime, i.e., the
channel transfer functions c # % � � e � do not share any com-
mon zeros;

2. The autocorrelation matrix g h h � j k 2 � 	 � 2 A � 	 � l of the
source signal is of full rank, where j n � o stands for mathe-
matical expectation.

The AED algorithm performs blind identification of only two chan-
nels at a time. For such a single-input two-output system, the zeros
of the two channels can be close to each other if not common, es-
pecially when their impulse responses are long. This leads to an
ill-conditioned system that is difficult to identify. This problem
can be alleviated by using more microphones in the system. When
more channels are involved, it is less likely for all channels to share
a common zero and therefore the BCI algorithm can perform more
robustly. As such, when a microphone array is used for locating a
sound source, the relative TDOAs are no longer estimated pair by
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Figure 1: Illustration of the relationships between the input source� � � � and the microphone outputs � 	 � � � , � 
 � � � � � � � � � � in a
single-input multiple-output FIR system.

pair. The multichannel system will be treated as a whole and the
BCI algorithm can be globally optimized.

While using more microphones can make a system more fea-
sible to identify, more parameters should be estimated at a time
and the BCI algorithm is more complicate to develop. To make
the estimation process efficient, in this paper, we will apply the
frequency-domain adaptive BCI method [6] and will propose a
generalized joint multichannel (JMC) TDE algorithm.

2. THE FREQUENCY-DOMAIN BCI ALGORITHM

Basically, a multichannel system can be blindly identified because
of the channel diversity, which makes the outputs of different chan-
nels distinct though related. By following the fact that

� 	 � � � � � � � � 
 � � � � � � � � 	 � � � � � 
 � � � � � � � � � 	 � (4)

a cross-relation between the � -th and � -th channel outputs, in the
absence of noise, can be formulated as

" #	 � � �
$

� � � 
 " #� � � �
$

� � 	 � � � � 
 � � � � * * * � � � � �
 � * (5)

When noise is present or the channel impulse responses are im-
properly modeled, the left and right hand sides of (5) are generally
not equal and the inequality can be used to define an a priori error
signal as follows:

� 	 � � � - � � 
 " #	 � � - � �
$ � � � � 0 " #� � � - � �

$
	 � � �� $

� � � � � (6)

where

$
	 � � � is the model filter for the � -th channel at time � and$

� � � 
 	 $
# 2 � � �

$
# 
 � � � � � �

$
# � � � � 
 # *

The model filter is normalized in order to avoid a trivial solution
whose elements are all zeros. Based on the error signal defined
here, a cost function at time � - � is given by

� � � - � � 
 � 5 2�
	 � 2

��� � 	 � 2
� 
	 � � � - � � * (7)

An adaptive algorithm is then derived to efficiently determine the
model filters

$
	 that minimize this cost function and therefore

would be good estimates of

$
� � 	 � � $

� �
. This can be done in either

the time or the frequency domain. In the following, we present a
frequency-domain algorithm that is more computationally efficient
and converges much faster.

To begin, we define an intermediate signal � 	 � �
 � 	 � � � .
In vector form, a block of such a signal can be expressed in the
frequency domain as� 	 � � � - � � 
 � 7 28 � 
 8  " $ � � - � � � 2 7
 8 � 8 ' � � � � � (8)

where � 7 28 � 
 8 
 ( 8 � 8 	 * 8 � 8 + 8 � 8 
 ( 5 2
 8 � 
 8 � " $ � � - � � 
 diag = ( 
 8 � 
 8 � " 	 � � - � � 
 8 � 2 ? �� 2 7
 8 � 8 
 ( 
 8 � 
 8 	 + 8 � 8 * 8 � 8 
 # ( 5 28 � 8 �' � � � � 
 ( 8 � 8
$ � � � � �" 	 � � - � � 
 8 � 2 
 	 � 	 � � B � � 	 � � B - � � � � �

� 	 � � B - � B 0 � � G # � (9)( 8 � 8 and ( 5 28 � 8 are respectively the Fourier and inverse Fourier
matrices of size B J B , and � is the block time index. Then a
block of the error signal based on the cross-relation between the� -th and the � -th channel in the frequency domain is determined
as:-

	 � � � - � � 
 � 	 � � � - � � 0 � � 	 � � - � �

 � 7 28 � 
 8 	  " $ � � - � � � 2 7
 8 � 8 ' � � � � 0 " 0 � � - � � � 2 7
 8 � 8 ' 	 � � � 
 * (10)

Continuing, we construct a frequency-domain cost function at the� � - � � -th block as follows:

� 2 � � - � � 
 � 5 2�
	 � 2

��� � 	 � 2
- 3

	 � � � - � �
-

	 � � � - � � � (11)

where � � �
3

denotes Hermitian transpose. By using Newton’s method,
we update the model filter coefficients according to:' 4 � � - � � 
 ' 4 � � � 05 2 M 5 2 7 88 ' # 4 � � � 9 8 � 2 � � - � �8 ' :4 � � � ; = 8 � 2 � � - � �8 ' :4 � � � � (12)

where � � � : stands for complex conjugate and 5 2
is a small positive

step size. It can be shown that8 � 2 � � - � �8 ' :4 � � � 
��
	 � 2 	 � 7 28 � 
 8  " $ � � - � � � 2 7
 8 � 8 


3 -
	 4 � � - � � � (13)

and the Hessian matrix can be approximated as

M 7 88 ' # 4 � � � 9 8 � 2 � � - � �8 ' :4 � � � ; =? �� � 2 78 � 
 8 @ 4 � � - � � � 2 7
 8 � 8 � (14)

where

@ 4 � � - � � 
 M B ��
	 � 2 � 	 C� 4  :" $ � � - � �  " $ � � - � � F *
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Substituting (13) and (14) into (12) and multiplying by � � �� � � �
produces the constrained frequency-domain BCI algorithm:� � �� � � � � 
 � � � �� � � 
 �

� � 	 � � �� � � � � 
 � �� � � � � 
 ��
� � � � �� � � � � � 


� � �� � � � � � 
 � (15)

where � � �� � � 
 � � � �� � � � � � � � 
 �� � �� � � � � � 
 � � � �� � � �
�

� � � � � � 
 �� � �� � � � � � � � �� � � � � � �� � � � �
By approximating � � � �� � � � � by the identity matrix, we deduce
the unconstrained frequency-domain BCI algorithm:� � �� � � � � 
 � � � �� � � 
 �� 	 
 � �� � � � � 
 ��

� � � � �� � � � � � 

� � �� � � � � � 
 � (16)

where 
 � � � � � 
 is diagonal and easy to be inverted. Note that
the unit-norm constraint will be enforced on the model filter coef-
ficients after every step of update.

3. JOINT MULTICHANNEL TDE

When the channel impulse responses are long as in the multichan-
nel acoustic systems of interest, blind identification is not easy.
For the adaptive algorithms developed in this paper, it takes a long
time to determine the filter coefficients in reverberant paths. How-
ever, in the application of time delay estimation, the goal is not
to accurately estimate the system impulse responses. As long as
the direct path of each channel is located, the time delay can be
found and the problem is successfully solved. Even though the
proposed adaptive algorithms would converge to the desired sys-
tem impulse responses with an arbitrary initialization, deliberately
selected initial model filter coefficients will make the direct path
in each channel become dominant earlier during adaption. In this
paper, we place a peak at tap � � � of the first channel and initialize
all other model filter coefficients to zeros, i.e.�

� � � � � � � �� � � �� � � � �
� � � � � �� � � �� � � � # ��

� � � � % � � � 
 � � � � � ( � (17)

From the view point of system identification, stationary white
noise would be a good source signal to fully excite the system’s
impulse responses. However, in time delay estimation for acous-
tic source localization, the source signal is speech, which is nei-
ther white nor stationary. The power spectrum of the multichan-
nel outputs changes considerably with time. Therefore a recursive
scheme is employed for a more stable estimate of power spectrum:
 � � � � � 
 � � 
 � � � 


� � � � � 
 ��
� � � . � �� � � �� � � � � � 
 � � � � � � � 
 � (18)

� � � � � � � � � � ( �

where � is a forgetting factor set as � � 1 � � � � � 
 � 
 3 � . In addi-
tion, a small positive number � is inserted into the normalization
to avoid a numerically small denominator during silent period.

After a multichannel system is blindly identified, the direct
path can be determined by examining the channel’s impulse re-
sponse. For a multi-path channel, reverberation components are
usually weaker than the signal component propagating through the
direct path. This is particularly true for an acoustic channel where
waveform energy would be absorbed by room surfaces and wave-
form magnitude would be attenuated by wall reflection. However,
this doesn’t imply that the tap corresponding to the direct path is
always dominant in the channel’s impulse response. When two
or more reverberant signals via multiple paths happen to arrive at
the microphone at the same time, the component of that particular
delay might have a larger magnitude. Therefore, the channel prop-
agation delay � � in samples can be more robustly determined as
the smallest TDOA of the � largest components in the channel’s
impulse response:

�� � � � � � � � � � � �  ! " $ 4 � . ! $ & � ( � � � � � � � � � � � (19)

where � �  " computes the ( -th largest element. The relative TDOA
between the % -th and the � -th channel is then obtained as:�� � � � �� � � �� � � % � � � � � � � � � � � ( � (20)

4. SIMULATIONS

To evaluate the performance of the proposed algorithm, we carried
out a number of experiments for multichannel TDE in an actual
reverberant room of dimensions 16.6 ft long by 11.2 ft wide by 8
ft long. For comparison, the phase transform (PHAT) [3] and the
AED algorithms are also studied. Two speech sources were used,
one male and the other female. The equally-spaced linear array
that consists of four omni-directional microphones was mounted 6
ft above the floor. The spacing between adjacent microphones is
1.6 ft. The room geometry as well as the positions of the sources
and the microphones are illustrated in Fig. 2. The speech signals
as shown in Fig. 3 were sampled at 16 kHz and of duration about
42 seconds.

The results are enumerated in Table 1 and the result for ) + � �, � 
 ms is also ploted in Fig. 4. For a multichannel system, a TDE
algorithm is not satisfactory if it is not accurate over all sensor
pairs. Therefore we present the percentage of successful overall
TDOA estimates in addition to that of successful individual TDOA
estimates. A set of TDOA estimates for all sensor pairs at a given
time is deemed successful if all of the individual estimates are suc-
cessful. It is clear that all algorithms perform well when room
reverberation is low. But when room reverberation is significant,
the proposed JMC method is more robust than the PHAT and AED
algorithms.

5. CONCLUSIONS

Channel diversities including relative time delay of arrival for a
single-input multiple-output system can be easily determined after
all channel impulse responses are found. Adaptive blind channel
identification techniques can be used for the problem of time delay
estimation and it is demonstrated that they can more effectively
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� � � Percent Successful Estimate (%)
(ms) TDE � � � � � � � � � Overall
370 PHAT 96.87 97.04 97.04 96.87

AED 95.83 95.83 95.83 95.83
JMC 97.22 97.22 97.22 97.22

533 PHAT 96.87 87.83 96.87 87.83
AED 95.30 94.96 95.65 94.78
JMC 97.04 97.04 97.04 96.87

623 PHAT 92.70 78.96 96.35 76.35
AED 90.26 85.39 94.78 82.26
JMC 96.35 95.48 96.87 94.78

Table 1: Experimental results evaluating the accuracy of the three
investigated TDE algorithms in a room with different amount of
reverberation.
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Figure 2: Room geometry (coordinate units in ft).

deal with room reverberation than traditional generalized cross-
correlation methods. In this paper, the blind channel identification-
based approach was generalized from a two-channel system to a
multichannel (greater than 2) system and a joint multichannel TDE
algorithm was proposed. The experimental results showed some
promise of the robustness of the proposed algorithm in reverberant
environments.
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Figure 3: Speech signals used in the simulation.
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(b) Phase Transform
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(c) Adaptive Eigenvalue Decomposition

Figure 4: Comparison of performance among the three investi-
gated algorithms for � � � �

�
� � ms.
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