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ABSTRACT

A speech enhancement scheme including blind source sepa-
ration and background denoising based on minimum statis-
tics is studied in mobile environments. To accommodate
the dependence of the separated output signals on the spa-
tial properties of the recorded source signals, these blind
signal processing steps are complemented by an adaptive
separated output channel selection stage using prior knowl-
edge about the desired speaker speech content. The result-
ing scheme performance is illustrated by speech recognition
experiments on real recordings corrupted by various noise
sources and shown to outperform conventional beamform-
ing and single channel denoising techniques as well as an
equivalent scheme with fixed output channel selection.

1. INTRODUCTION

A number of single and multiple microphone based sig-
nal processing algorithms are nowadays available to address
speech enhancement tasks in real environments. They often
use a combination of probabilistic frameworks with statisti-
cal models of desired speech signals [1] and spatial informa-
tion about signal mixtures by using an array of microphones
with a known geometry to suppress interfering signals, also
known as beamforming [2]. The drawback of these methods
is the extensive use of a priori information about the acous-
tical environment and sources involved to achieve good per-
formance limiting its robustness and flexibility in unknown
environments.

Blind Source Separation (BSS) algorithms are an inter-
esting alternative to these methods since, by design, they do
not require a priori information about the signals involved to
achieve good signal separation. Numerous contributions to
the field of blind source deconvolution have focused on the
design of algorithms with attractive theoretical properties
such as good convergence, numerical stability and efficient
tessellation of time-frequency bands. Although these ba-
sic ”mechanics” of the ICA algorithm are largely “’blind”,
i.e. operate without a priori source information, a certain
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number of implicit and explicit constraints are included in
the ICA problem formulation to achieve meaningful results.
As previous work in the field has shown [3, 4], this leads
to dependence of the achievable separation performance on
the spatial configuration of mixed signal sources. Indeed
specific mixing scenarios may actually result in a singular
problem case for which no satisfactory separating solution
can be computed [3]. Another consequence of this spatial
dependency in blind source deconvolution is the switching
of the output order of separated sources in mobile micro-
phone or source configurations. In order to benefit from the
significant observed SNR improvements in the correct de-
sired separated channel over the recorded signals in such
situations, an additional stage needs to process the content
of the separated audio channels if blind source separation is
to be successfully integrated in speech recognition or com-
munication systems. This in turn requires the availability of
prior knowledge about the desired source signal to be iden-
tified. In this paper we will address some of these issues for
a two microphone setup.

2. BLIND SOURCE SEPARATION AND
BACKGROUND DENOISING

We consider an analytical framework with m different mi-
crophone mixture signals x(t) composed of m point source
signals s(t) and additive background noise n(t) (as previ-
ously discussed in [5])

P
x(t) = Y A(r)s(t—7) + n(t)
7=0

where P is the convolution order, A(7) is a m X m
mixing matrix.

While a multitude of frequency domain blind source
separation algorithms for convolved mixtures have been de-
veloped, we focus again in this study on the example of a
second order decorrelation approach presented in [6] to il-
lustrate the generic channel selection problems typically en-
countered.
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The Multiple Adaptive Decorrelation (MAD) algorithm
[6] is designed for separating m recorded mixtures x(t) =
Zf:o A (1) s(t—) into m original sources s(¢) by finding
a sequence of m x m unmixing filter matrices W (7) such
that§(t) = Z?:o W () x(t—7), Q being the filter length.
Q being the filter length. The unmixing filter computation
is executed in the frequency domain by minimizing the cost
function

T
W, A, =arg min Y > [[WR,(w, )W — A (w,8)[]> (1)

y4ds

t w=1
st.W(r)=0,V7 > Q, Q << T,

where the cross correlation of the measurements is denoted
by Ry (w,t) = E [X(w, t) X (w, t)] and that of the sources
by As(w,t) = E [S(w,t) S7(w,t)]. Scaling issues are
solved by the second constraint fixing the diagonal elements
of the filter matrices to unity. Background denoising is achieved
through a minimum statistics type denoising algorithm. Min-
imum statistics based denoising algorithms seek to deter-
mine minimum noise power in each spectral subband over
a finite time horizon. These noise power estimates are then
used to compute the coefficients of a time-varying Wiener
filter [7].

3. CHANNEL SELECTION

Although the objective function in (1) is designed to achieve
separation of any type of mixed signals, the imposed con-
straints on filter length and amplitude introduce dependen-
cies on the spatial properties of separable source signals.
On one hand a constrained filter length prevents the mod-
eling of a reverberation scenario with limited room transfer
function complexity. Also the scaling constraint forces the
output order of separated solutions to be determined by the
relative amplitude strength of source signals at a given mi-
crophone location. In other words, for a two microphone
setup, if source A is closer to microphone 1 than source B,
separated source A will be output in the same order as the
mixture recorded at microphone 1 is fed into the BSS al-
gorithm. The fixing of direct feedforward filter coefficients
to unity in problem (1) is necessary to solve independence
of the separated solutions from scaling. In other formula-
tions, whitening of the source separations is avoided in this
manner as well [8]. The scaling constraint in (1) therefore
leads to switching of a moving source from one channel to
another as illustrated by Figure 1. In this case a speaker
was moving from the right to the left side of a two micro-
phone setup with the switching occurring in the middle of
the recording.
As illustrated by Figure 2, a channel selection stage there-

fore has to included before feeding the processed signal to a
subsequent application. The channel switching decision is

BSS

-

s

Fig. 1. Channel switching of separated solution: recorded left mi-
crophone signal a), recorded right microphone signal b), separated
left signal c), separated right signal d)

made iteratively by employing known desired speech signal
properties, for example a suitably designed command word
tracking procedure. By comparing the relative log likeli-
hoods of recognized words between each separated chan-
nel in speaker independent recognition systems against a
command list or relative distance scores from templates in
speaker dependent systems, a switching decision is made
on a moving time horizon basis as soon as the relative score
factors exceed a certain threshold. In this way a desired
speaker’s motion in space can be suitably tracked in the sep-
arated channels.

4. EXPERIMENTS

The scheme depicted in Figure 2 is evaluated in the follow-
ing experiments. Commands were uttered in an office en-
vironment towards a two microphone setup. Different sce-
narios were investigated as illustrated by Figure 3. In a first
static scenario, a human speaker is uttering a sequence of
command words at a distance of about 1 m on the left side
of the center divide line between two microphones arranged
15 cm apart. A loudspeaker located at the same distance
from the microphones is playing different noise sound files
from a computer. Three different noise cases are consid-
ered: 1) military tank noise containing gunshot salves, 2)
music and 3) babble noise. A total of about 120 words from
a list of 10 commands are recorded in several sentences
for each noise case and processed by a voice recognition
system to quantify the obtained speech enhancement. In a
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Fig. 2. Proposed Speech Enhancement Scheme

second scenario the adaptability of the BSS channel selec-
tion scheme is tested in a mobile scenario. While the loud-
speaker remains immobilized at its previous position, the
human speaker is uttering command sentences where some
of them are spoken in its initial position. He then moves
towards his end position illustrated by Figure 3 while issu-
ing commands and finally remains positioned close the right
microphone. The correct separated channel was selected
through the use of a previously trained speaker dependent
voice recognition system. The approach uses energy based
as well as zero crossing rate measurements to discriminate
noise from speech intervals.

Microphones

Microphones

[]

Desired Speaker Signal Loudspeaker Loudspeaker

Static scenario Mobile scenario

Fig. 3. Experimental setup: static scenario configuration on the
left and mobile scenario on the right

The proposed scheme was compared to spectral subtrac-
tion type algorithms [1] with suitable adaptation of noise
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over- subtraction factors [9]. Beamforming where one mix-
ture is delayed and summed to the other to emphasize the
desired signal amplitude by in-phase summation is also ap-
plied assuming the desired speaker’s location to be known.
The recorded sound file SNR i.e. before speech enhance-
ment was found to be between 5 and 20 dB. The word recog-
nition accuracy results are displayed in Figure 4 for each
noise case in static and mobile scenarios. The result ob-
tained with the adaptive channel selection module is dis-
played to the far right of each noise case scenario figure.
The performance obtained by applying beamforming fol-
lowed by spectral subtraction to the left and right recorded
channel are marked by DNL and DNR respectively; the ac-
curacies found when evaluating the left and right BSS de-
noised files with no channel selection adaptation are de-
noted by BSSL and BSSR, respectively. ascBSS refers to
the performance measured when adapting the channel se-
lection in the mobile scenario only. Indeed no channel se-
lection was needed for the static scenario. The numerical
values for the static case are listed in Table 1 while those for
the mobile case are listed in Table 2.

Tank noise scenario

St

st =static scenario

mb=mobile scenario

st

DNL DNR BSSL BSSR ascBss

BSSL BSSR ascBSS

Babble noise scenario

st

mb st mb

DNL DNR BSSL BSSR ascBsS

Fig. 4. Word recognition accuracy results



Static Scenario | tank noise | music | babble
DNL 394 66.8 16.7
DNR 24.7 61.6 12.3
BSSL 94.5 89.5 63.8
BSSR 17.8 45.7 11.5

Table 1. Word recognition accuracy (%) for various enhancement
methods in the static scenario (see text for discussion)

Mobile Scenario | tank noise | music | babble
DNL 35.6 60.5 13.2
DNR 32.8 64.8 14.6
BSSL 65.9 74.8 51.1
BSSR 40.8 68.2 44.2

ascBSS 85.8 80.6 58.4

Table 2. Word recognition accuracy (%) for various enhancement
methods in the mobile scenario (see text for discussion)

From Figure 4 and Table 1, we can see that the accu-
racy is overall better for the left channels in the static sce-
nario since that is the channel recorded closest to the human
speaker’s position. All three different noise cases exhibit
similar qualitative results. The babble noise case exhibits
the worst performance overall due to its high incidence of
highly interfering speech components. Also, still for the
static scenario, one can see that BSS handles the non sta-
tionary noise interference much better than spectral subtrac-
tion. This is however only true if the left BSS channel is
selected. The right BSS channel actually yields worse per-
formance than the spectral subtracted channels since most
of the desired speaker’s speech content has been removed
from this channel. This stresses the importance of a pri-
ori knowledge of the desired speaker’s position or suitable
channel selection procedures which is illustrated for the mo-
bile scenario. As can be seen from Figure 4 and Table 2, the
difference between left and right BSS channel recognition
accuracy in the mobile scenario is less marked than in the
static case. The left channel BSS performance is still better
than the right one as most of the command have been ut-
tered on the side closest to the left microphone. Also both
BSS channels surpass the accuracy obtained with spectral
subtraction. However better results are obtained when the
channel selection is included (ascBSS) as indicated by Fig-
ure 4. One can see that although the channel selected for
speech recognition is adapted, the desired speaker has to
pass through the centre divide line for which the mixing sit-
uation is singular with respect to the desired speaker. Along
with the time to switch to the correct channel, this prevents
to reach the performance level obtained in the static setup
while significantly improving over the non adapted channel
selection case. The channel selection module therefore al-
lows to robustify the performance observed in static settings
in mobile environments.

5. CONCLUSIONS

A speech enhancement methodology has been presented that
enhances noisy speech signals in subsequent processing stages
using a two microphone setup. While the noise reduction
stages including blind source separation and background
denoising do not require any a priori knowledge about the
speech or noise signals involved, a subsequent separated
channel selection stage employs a word spotting procedure
based on prior knowledge of desired speech content. The
scheme’s performance was evaluated in a mobile scenario
where significant improvement over standard techniques such
as spectral subtraction and beamforming was observed. More-
over the proposed scheme with adaptive output channel se-
lection outperformed the equivalent scheme with fixed chan-
nel selection. The presented challenges and solutions are
currently being investigated for higher order microphone se-
tups.
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