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ABSTRACT

We study a binary decentralized detection problem in which
a set of sensor nodes provides partial information about the
state of nature to a fusion center. Sensor nodes have access
to conditionally independent observations, given the state
of nature, and they transmit their data over separate wire-
less channels. The communication link between each node
and the fusion center is subject to fading, with certain nodes
possibly having much better connections than others. Upon
reception of the information, the fusion center attempts to
accurately reconstruct the state of nature. Large deviation
theory is employed to obtain design guidelines for wireless
sensor networks with a large number of nodes. The normal-
ized Chernoff information is shown to be an appropriate per-
formance metric to compare prospective sensor nodes. For
the specific example of binary sensor nodes sending data
over Rayleigh fading channels, the performance loss due to
fading is found to be small.

1. INTRODUCTION

In recent years, signal processing systems with distributed
sensor nodes have been gaining in popularity as means to
collect, analyze, and transmit environmental data. This in-
creasing interest in distributed sensing springs partly from
the projected affordability of miniature sensing technology
along with the wide availability of the computing resources
necessary to handle complex environmental data. A typical
wireless sensor network is one where a set of geographically
dispersed sensor nodes gathers information about the prop-
erties or the likely occurrence of an event of interest. Each
node sends a compressed version of its observation to a cen-
tral entity, termed fusion center, for purpose of detection and
control. Distributed sensing provides redundant and hence
reliable information about the observed environment.
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Wireless sensor networks vary widely in structure and
function. They will presumably have significant impact in
many fields; including civil surveillance, national security,
health care, and manufacturing. Detection often serves as
the initial goal of a sensor network. For instance, the pres-
ence of an object has to be ascertained before the network
can estimate its attributes, like position and velocity. For
systems observing infrequent events, detection may very
well be the prevalent function of the system. Furthermore,
in some applications such as surveillance, the detection of
an intruder is the sole purpose of the sensing system.

The topic of decentralized detection has received much
attention in the past. The reader is referred to Tsitsiklis [1]
and to the references contained therein for a survey of the
early work in the field. In the canonical decentralized de-
tection problem, a set of dispersed sensor nodes receives
information about the state of nature H. Sensor node S,
then selects one of D, possible messages and sends it to the
fusion center via a noiseless channel. Based on the received
data, the fusion center produces an estimate of the state of
nature.

Most of the research on decentralized detection has been
centered around finding optimal decision rules for sensor
nodes and their fusion center. A celebrated accomplish-
ment in this field has been the demonstration that, for the
canonical decentralized detection problem, likelihood ratio
tests at the sensor nodes are optimal when the observations
are conditionally independent, conditioned on H (see [1]).
This assumption of conditional independence is reasonable
if the limited accuracy of the sensor nodes is responsible
for noisy observations. However, if the observed signal is
stochastic in nature or if the sensors are subject to external
noise, this assumption may fail. Whether conditional in-
dependence holds or not, finding optimal quantization rules
for the sensor nodes remains, in most cases, a hard problem.

The canonical decentralized detection problem formula-
tion has limited application to wireless sensor networks, as
the model disregards important features of wireless sensing
technology and overlooks intrinsic aspects of wireless com-
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munication. For example, it assumes that messages from the
sensor nodes are conveyed without error to the fusion cen-
ter. This is hardly the case when information is transmitted
over noisy channels [2]. Evidently, the performance of a
sensor network may depend on the nature of the wireless
environment available to the sensor nodes. In our previous
work [3], we proposed a more adequate model for decentral-
ized detection over wireless sensor networks. That model
incorporates physical characteristics of the wireless channel
employed by the sensor nodes. Specifically, we extended
existing asymptotic results about large sensor networks to
the case where the nodes are subject to a total power con-
straint and the communication channel from each node to
the fusion center is corrupted by additive noise. Analysis
derived from this limiting regime, where the number of sen-
sors in the network becomes large, is especially relevant in
the context of sensor networks since such networks are en-
visioned to contain in excess of thousands of nodes.

In this paper, we study the impact of fading on the per-
formance of distributed sensing systems. Wireless channels
are prone to attenuation and fading. If sensor nodes are to
be scattered around somewhat randomly, it is conceivable
that their respective communication channels will experi-
ence fading, with certain nodes possibly having much better
connections than others. It is then of interest to quantify the
performance loss due to fading in sensor networks.

2. STATEMENT OF THE PROBLEM

Let {Y?} be a sequence of random observations. Sensor
node Sy has access to observation Y} and is required to send
a summary of its own observation to the fusion center. The
information provided by sensor node S is transmitted over
a wireless communication channel. The fusion center then
receives degraded information U, of the form

Ur = 0pe(Ye) + Wy, (D

where ~,(Y;) is the sent signal, @, is the channel gain,
and W, is additive noise. We consider the problem where
the observations are independent and identically distributed,
conditioned on the state of nature, and where the channel
gains and the communication noise are also independent
and identically distributed across sensor nodes. Further-
more, we assume that the channel gains {©,} are known
at the fusion center but not at the sensor nodes. This setting
is illustrated in Figure 1. We note that the total number of
active sensor nodes L is not fixed a priori in this framework.
An alternative problem formulation in which the channel
state information is not available at the fusion center can be
handled in a similar manner; this is exemplified in Section 4.
The binary hypothesis testing problem consists of deciding,
based on the data received at the fusion center, whether the
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Fig. 1. Block diagram of a wireless sensor network where
sensor nodes communicate over a wireless channel.

law generating {Y;} is Pg corresponding to hypothesis H,
or Py corresponding to H.

Let v represent a function that maps an observation to
a transmit signal, and denote the set of all such functions
by I'. A transmission strategy G is a vector function of the
form (71, .. .,7r) with the interpretation that, upon observ-
ing Yy = y, sensor node Sy transmits summary v, (y) to the
fusion center. We assume that the probability measures P
and P; are known beforehand, that they are mutually ab-
solutely continuous, and that they are distinguishable. We
also assume that the probability distributions of the channel
gain and the additive noise are known beforehand.

We consider the problem where the channel gain of ev-
ery sensor node is known at the fusion center. The fusion
center then makes a decision based on the pairs {(Uy, ©¢)},
one pair per node. Under hypothesis H ;, the function 7y in-
duces a probability law Q; -, on the reception space (U x ®).
A decision test S is amap S : (U x ©)L — {0,1} such
that hypothesis H; is accepted with probability p € [0, 1]
when S((u1,64),...,(ur,0r)) = p; and hypothesis Hy is
accepted otherwise. The performance of decision test S is
characterized by the error probabilities

a :/ S((T1, 1), ... (U1, 01))d0 6
(UxO)T

5= / 1 - S((T1,01).... (UL, 0.))] d0y g,
(UX©)L

where Q; ¢ denotes the product measure on (U x @)% in-
duced by strategy G under hypothesis H; along with the
probability measure corresponding to the channel state. We
emphasize that the expected values v and 3 are taken over
both the aggregate observation space I/’ and the possible
realizations of the channel vector (©1,...,0y). Taking an
expectation over the channel gains is justified when the re-
alization of the channel vector is unknown to the designer of
the system, but becomes available to the fusion center once
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the system is deployed. The likelihood ratio between Q1
and Q - is given by

dQl,’y
dQO,’y

Likelihood ratio tests at the fusion center are known to be
optimal in minimizing the Bayes probability of error.

We focus on the detection problem where the wireless
sensor network is subject to a total power constraint A. Let a
priori probabilities P(Hg) and P(H; ) be given. An admissi-
ble transmission strategy G is a vector function (71, .. .,7vr)
such that F(G) = 25:1 f(ye) < A, where f(y) > 0
denotes the expected power consumed by sensor node S .
Given a strategy G, define

P.(G) = inf [aP(Ho) + AP (H1)]

Lo(u,0) = (u,0). 2)

where the infimum is over the set of all decision tests. We
want to select an admissible transmission strategy G such
that the Bayes probability of error at the fusion center P, (G)
is minimized.

Being interested in large sensor networks, we consider
the case where the power constraint tends to infinity. This
corresponds to the asymptotic regime where the number of
nodes and, possibly, the area covered by those nodes grow
to infinity. The goal in considering this regime is to capture
the dominant features of the studied sensor network, and
to exploit these features to derive design guidelines for the
original system. For any reasonable collection of transmis-
sion strategies, the Bayes probability of error at the fusion
center goes to zero exponentially fast as A — oo. It is then
natural to compare sets of strategies based on their rate of
convergence to zero,

.. logP,
i inf 108 L (G4)
A—o0 A
Throughout, we use G 4 as a convenient notation for a trans-
mission strategy with total power F(G4) < A.

3. BASIC CONCEPTS AND RESULTS

Let G be a finite subset of T, and let GN be the set of trans-
mission strategies of the form G = (v1,...,75), where
L € Nand v, € G for all £. That is, GV is the set of all
strategies with a finite number of sensor nodes where each
node employs a transmission mapping -y, contained in G.
Similarly, {y}" is the set of strategies for which all sensor
nodes use transmission mapping .

Theorem 1. Fix finite set G C I'. Using identical functions
at all the sensor nodes is asymptotically optimal,

. . IOg Pe (gA)
liminf min ————=
A—oo GaeG! A
= minliminf min M.
YEG A=oo Gae{y}V A

Proof. This Theorem can be established rigorously using
results from large deviation theory [4]. Although the proof
is somewhat technical, the basic ideas contained in it are
simple. First, we use Cramér’s theorem to show that the
Chernoff bound on the probability of error is asymptotically
tight. Then, we prove that the class of strategies with iden-
tical maps is optimal in maximizing the error exponent. [l

In our previous work [3], we studied a simpler version
of this theorem in which the wireless channels between the
nodes and the fusion center are not subject to fading, i.e.,
O, = 1for1 < ¢ < L. This more general version of the
theorem allows us to consider the effects of fading when
channel state information is known at the fusion center.

In establishing Theorem 1, we get a useful corollary.
For networks with large power budgets, prospective sen-
sor nodes should be compare according to their normalized
Chernoff information

1
57 i {logBa,, [(Lon(U,0)]}
The normalized Chernoff information captures the tradeoff
between energy consumption and information in large wire-
less sensor networks. Allocating more power per sensor
node implies receiving more reliable information from each
node. However, for a fixed power constraint A, a reduction
in power consumption per node permits more active sensor
nodes in the network. The normalized Chernoff information
makes this tradeoff precise: doubling the Chernoff informa-
tion provided by each sensor node results in the same gain
in overall performance as reducing the power consumption
per node by half and doubling the number of nodes.

4. NUMERICAL EXAMPLES

In this section, we use the normalized Chernoff information
to compare the performance loss associated with fading. We
study the simple scenario where sensor nodes have access to
Gaussian observations,

Py a(y|Ho) ~ N (—my,02)
pY\H(y|H1) ~N (myvaj) -

The fusion center receives a noisy version of the data trans-
mitted by the sensor nodes, as described in equation (1).
We assume that the communication noise W, is Gaussian,
N (0, 02), and that the wireless connection @ is subject
to Rayleigh fading: feo(8) = 20e=%", § > 0. Based on
the received data, the fusion center admits one of the two
hypotheses.

Finding a mapping v that maximizes the normalized
Chernoff information over all admissible functions is, in
general, difficult. However, the normalized Chernoff in-
formation can be employed to assess the performance of
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a network where an optimal transmission mapping -y is to
be selected from a reasonable collection of candidates G.
For purpose of illustration, we consider the case where each
node computes and sends a one-bit summary of the form

a y >0
%(y)z{_a :220’

where a > 0. When the channel gains are known at the fu-
sion center, the measures on the reception space have prob-
ability density functions given by

Q0,70 (0, 0) = Q1,7 (-0, 0) =

20e—9° [ m (uta6)2 m (u—a8)?
() ()]
2mwo? Oy oy

where () is the complementary Gaussian cumulative distri-
bution function. The corresponding normalized Chernoff
information is equal to

1 oo o0
——log (/0 /m \/QO,% (4,0)Q1 ., (u, ) du d9> .

A similar derivation can be performed for the case where the
channel state information is not known at the fusion center.
In this latter setting, the effects of the channel gains are aver-
aged out and the likelihood ratio of equation (2) becomes a
function of u only. Figure 4 shows the normalized Chernoff
information for the transmission map of equation (3). The
plot contains three cases: Rayleigh fading with and with-
out channel state information, and communication without
fading. As seen in the figure, fading reduces overall per-
formance. Yet, access to channel state information at the
fusion center mitigates this performance loss. More im-
portantly, we note that the quality of the observations has
a much greater impact on system performance than fading.
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Fig. 2. Normalized Chernoff information corresponding to

noise variance o2 = 1 and radiated power f(v,) = a®.

5. DISCUSSION AND CONCLUSION

The binary decentralized detection problem in which nodes
provide relevant information to the fusion center for purpose
of detection was considered. We studied the problem where
observations are conditionally independent, where sensor
nodes send data over fading channels, and where the net-
work is subject to a total power constraint. Using identi-
cal sensor nodes was found to be asymptotically optimal, as
the power constraint and the number of nodes approach in-
finity. Moreover, the normalized Chernoff information was
found to be an appropriate performance metric to compare
and evaluate sensor node candidates. Numerical results sug-
gest that fading only degrades performance slightly. The
quality of the observations has a much greater impact on
the probability of error at the fusion center than fading.

We focused on the setting where the channel gains are
known at the fusion center. This assumption can easily be
relaxed, as seen in Section 4. The case where the observa-
tions at the sensor nodes, or where the gains of the wire-
less channels, are not identically distributed across nodes is
more difficult. Each node can then tailor its transmission
function based on the distributions of its observation and
channel. Symmetry is lost and, therefore, identical trans-
mission functions are no longer necessarily optimal. This
difficulty is due to the fact that the Chernoff information
is non-additive. Hence, transmission functions must be se-
lected jointly to maximize overall system performance. As
a concluding remark, we mention briefly that similar math-
ematical tools can be used to solve the Neyman-Pearson
variant of this detection problem. In the alternate formula-
tion, the normalized Kullback-Leibler divergence becomes
the appropriate performance metric for node selection.
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