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ABSTRACT

This paper summarizes recent work underway at LIMSI on
speech-to-text transcription in multiple languages. The research
has been oriented towards the processing of broadcast audio and
conversational speech for information access. Broadcast news tran-
scription systems have been developed for seven languages and it
is planned to address several other languages in the near term. Re-
search on conversational speech has mainly focused on the English
language, with initial work on the French, Arabic and Spanish lan-
guages. Automatic processing must take into account the charac-
teristics of the audio data, such as needing to deal with the con-
tinuous data stream, specificities of the language and the use of an
imperfect word transcription for accessing the information content.
Our experience thus far indicates that at today’s word error rates,
the techniques used in one language can be successfully ported to
other languages, and most of the language specificities concern lex-
ical and pronunciation modeling.

1. INTRODUCTION

Much of the recent developments in speech-to-text tran-
scription have been oriented towards the transcription of
broadcast data, of telephone conversations, and most re-
cently, multi-person meetings. Some near-term applications
of the technology are audio data mining, structurization of
audio and audiovisual archives, selective dissemination of
information, media monitoring, and surveillance. Transcrib-
ing and annotating audio data is a necessary step in order to
provide access to its content, and large vocabulary contin-
uous speech recognition is a key technology for automatic
processing. These audio data sources are challenging to pro-
cess as they consists of a continuous flow of audio data com-
prised of segments with various acoustic and linguistic na-
tures, from a variety of talkers and may included speech in
multiple languages. A characteristic of the broadcast news
domain is that, at least for what concerns major news events,
similar topics are simultaneously covered in different emis-
sions and in different countries and languages. Since most
of the linguistic information is encoded in the audio chan-
nel of video data, once transcribed it can be accessed using
text-based tools [8].

2. TRANSCRIBING BROADCAST AUDIO

The ability of systems to deal with non-homogeneous
data as is found in broadcast audio (changing speakers, lan-
guages, backgrounds, topics) has been enabled by advances
in a variety of areas including techniques for robust signal
processing and normalization; improved training techniques
which can take advantage of very large audio and textual
corpora; algorithms for audio segmentation; unsupervised
acoustic model adaptation; efficient decoding with long span
language models; ability to use much larger vocabularies
than in the past - 64k words or more is common to reduce
errors due to out-of-vocabulary words.

The LIMSI broadcast news (BN) transcription system for
automatic indexation has two main components: an audio
partitioner and a speech recognizer. The goal of audio par-
titioning is to divide the acoustic signal into homogeneous
segments, labeling and structuring the acoustic content of the
data, and identifying and removing non-speech segments.
The partitioning process relies on an audio stream mixture
model [4] and produces a set of non-overlapping speech
segments, which usually correspond to speaker turns with
speaker, gender and telephone/wide-band labels.

For each speech segment, the word recognizer determines
the sequence of words in the segment, associating start and
end times and an optional confidence measure with each
word. The LIMSI continuous speech recognizer makes use
of 4-gram statistics for language modeling and of continu-
ous density hidden Markov models with Gaussian mixtures
for acoustic modeling. Each word is represented by one or
more sequences of context-dependent phone models as de-
termined by its pronunciation. The acoustic and language
models are trained on large, representative corpora for each
task and language. Word recognition is performed in multi-
ple steps. The first step generates initial hypotheses with a 3-
gram language model (LM) which are used for cluster-based
acoustic model adaptation of both the means and variances
using the MLLR technique. Acoustic model adaptation is
quite important for reducing the word error rate, with gains
on the order of 20%. Experiments indicate that the word er-
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ror rate of the first pass is not critical for adaptation. Then
word lattices are generated using a 2-gram LM and rescored
with a 4-gram LM after conversion to a consensus network.

Unrestricted BN data can be decoded in less than 1xRT
(including partitioning) with a word error rate under 30%.
The same decoding strategy has been successively applied to
the BN transcription in other languages with somewhat com-
parable word error rates for which comparable language re-
sources are available. Versions of the LIMSI broadcast news
transcription system have been developed for the American
English, French, German, Mandarin, Portuguese, Spanish
and Arabic languages, and work on the Dutch and Italian
languages is underway.

3. CONVERSATIONAL SPEECH
It is well known that transcribing conversational telephone

speech poses many challenges [1]. Challenges at the acous-
tic level for this type of data concern speaker normalization,
the need to cope with channel variability, and the need for ef-
ficient speaker adaptation with small amounts of adaptation
data. On the linguistic side the primary challenge is to cope
with the limited amount of language model training data.

There are notable differences in the speaking styles of
conversational telephone speech (CTS) and broadcast news.
Broadcast speech is much closer to written language than is
conversational speech, where different conventions are ob-
served. The conversational speech may have quite varied
acoustic conditions which the quality being affected by the
telephone handset, the background noise (other conversa-
tions, music, street noise, etc), as well as a much higher pro-
portion of interruptions, overlapping speech and third per-
son interjections or side conversations. In terms of linguistic
content, there are many more speech fragments, hesitations,
restarts and repairs, as well as backchannel confirmations to
let each interlocutor know the other person is listening than
in BN data. The first person singular form is much more
predominant in conversational speech than in BN. Another
major difference from BN is that some interjections such as
“uh-huh” and “mhm” (meaning yes) and “uh-uh” (meaning
no) that are considered as non-lexical items in BN, need to
be recognized since they provide feedback in conversations
and help maintain contact. The word “uhhuh”, which serves
both to signal agreement and a backchannel “I’m listening”,
accounts for almost 1% of the running words in the CTS
data. The most common word in the English CTS data, “I”,
accounts for almost 4% of all word occurrences, but only
about 1% of the word occurrences in BN. Similar observa-
tions can be made for the French language, for which we
have recently started developing a CTS system. There are a
large number of verb forms in the CTS data that were rarely
observed in the French BREF and BN data. This less formal
conversational speaking style has a much larger proportion
of the first and second person forms (“je” and “tu”).

The LIMSI SWB speech-to-text system [5] relies on the

same basic components as the LIMSI BN system [4]. Ad-
ditional features specific to the SWB system are: vocal-tract
length normalization, multiple regression class MLLR adap-
tation, pronunciation probabilities, neural-network language
model, and consensus decoding. Some of these techniques
(in particular Vocal Tract Length Normalization (VTLN) and
pronunciation probabilities)which had not helped in our BN
transcription system, quite significantly improve the perfor-
mance of our SWB system.

Whereas for the BN task it is relatively easy to find a vari-
ety of related texts that can be processed and used as training
materials, for conversational speech, the only available re-
source is the transcripts of the audio data. To deal with this
problem we have tried to select “conversational style” texts
from other sources, such as BN data, to provide additional
training data, and have used LM smoothing via a neural net-
work [5].

Most of our experience on the transcription of conversa-
tional speech has been for American English. A notable
difference in French is the use of slang and “verlan”1 in
French. Certain strong word reductions have an accepted
written form in English such as “he’d, gonna, dunno, gotta”,
whereas in French there is no common written form for
“chais pas” for “je ne sait pas” (I don’t know) or “ste” in
the place of “cet” (this). For the moment we have chosen to
include some of the colloquial word forms in the recognition
word list, but have not yet determined a satisfying manner
to handle the strong reductions other than to add compound
words. The Arabic language is even more challenging in
that many conversations are carried out in dialects for which
there is no standard written form. We expect that many more
differences from broadcast speech and across languages will
arise as our work progresses.

4. MULTILINGUALITY

Automatic processing of contemporaneous data sources
in different languages can serve for multi-lingual indexation
and retrieval. Multilinguality is of particular interest for me-
dia watch applications, where news may first break in an-
other country or language.

Porting a recognizer to another language necessi-
tates modifying the system components which incorporate
language-dependent knowledge sources such as the phone
set, the recognition lexicon, phonological rules and the lan-
guage model. Other considerations are the acoustic confus-
ability of the words in the language (such as homophone,
monophone, and compound word rates) and the word cov-
erage of a given size recognition vocabulary. Two predom-
inant approaches are taken to bootstrap acoustic models for
another language. The first uses acoustic models from an

1Verlan refers to speaking by reversing the syllables in the word, sim-
ilar to pig Latin in English. So the words “bizarre” becomes “zarbi”, and
“parent” is “rentpa”
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Audio Text (words)
Language Radio-TV sources Duration Size News Com.Trans.
English ABC, CNN, CSPAN, NPR, PRI, VOA 200h(+400h) 1.9M 1B 242M
French Arte, TF1, A2, France-Info, France-Inter 50h 0.8M 320M 21M
German Arte 30h 0.2M 315M -
Mandarin VOA, CCTV, KAZN, CNR, CBS, CTS 20h(+120h) 0.7M(c) 200M(c) 10.2M
Portuguese 9 sources 3.5h(+30h) �35k 70M -
Spanish Televisa, Univision, VOA 30h 0.33M 295M -
Arabic tv: Aljazeera, Syria; radio: Orient, Elsharq, ... 50h 0.32M 200M -

Table 1: Approximate sizes of the transcribed audio data and text corpora used for estimating acoustic and language models. For English,
Mandarin and Portuguese the amount of untranscribed audio data used for lightly supervised acoustic model training is also given in paren-
theses. For the text data, newspaper texts (News) and commercial transcriptions (Com.Trans.). The American English, Spanish andMandarin
data are distributed by the LDC. The German data come from the EC OLIVE and ALERT projects and the French data from OLIVE, ALERT
and from the DGA. The Portuguese data are part of the pilot corpus used in the EC ALERT project. The Arabic data were produced by the
Vecsys company in collaboration with the DGA.

Lexicon Test
Language #phones size (words) coverage Duration %WER/CER
English 48 65k 99.4% 3.0h 12
French 37 65k 98.8% 3.0h 18
German 49 300k 98.6% 2.0h 18
Mandarin 61 40k+5k(c) 99.7% 1.5h 20
Spanish 27 65k 94.3% 1.0h 20
Portuguese 39 65k 94.0% 1.5h 40
Arabic 40 60k 90.5% 5.7h 20

Table 2: Some language characteristics. For each language the number of phones used to represent lexical pronunciations, the approximate
vocabulary size in words (characters for Mandarin) and lexical coverage (of the test data), duration and the indicative word/character error
rates are given.

existing recognizer and a pronunciation dictionary to seg-
ment manually annotated training data for the target lan-
guage. If recognizers for several languages are available,
the seed models can be selected by taking the closest model
in one of the available language-specific sets. An alternative
approach is to use a set of global acoustic models, covering a
wide number of phonemes [10]. This approach offers the ad-
vantage of being able to use the multilingual acoustic models
to provide additional training data, which is of particular in-
terest when only very limited amounts of data (� 10 hours)
for the target language are available.

For some languages it is relatively straightforward to gen-
erate a pronunciation lexicon using grapheme-to-phoneme
rules. This is the case for languages such as French, Spanish,
Portuguese, Italian and Arabic (if, as in our case, the ortho-
graphic form includes vowels). However, even if grapheme-
to-phoneme conversion is a viable solution, there are a num-
ber of words that need to be treated separately, such as proper
names and borrowed words from other languages for which
the standard pronunciation rules do not apply. In the CORE-
TEX project [2] data-driven and rule-based methods for au-
tomatic pronunciation generation were investigated.

Broadcast news transcription systems have been devel-
oped for the American English, French, German, Mandarin,

Spanish, Arabic and Portuguese languages. Table 1 gives an
idea of the resources used in developing these systems. It
can be seen that there is a wide disparity in the available lan-
guage resources for a broadcast news transcription task: for
American English, 200 hours of manually transcribed acous-
tic training are available from the LDC, compared with only
about 20-50 hours for the other languages. While newspaper
and newswire texts are becoming widely available in many
languages, commercial transcripts or closed-captions for are
much more difficult to obtain. Over 10k hours of commer-
cial transcripts are available for American English, and many
TV stations provide closed captions. Such data are often not
available for other languages, and in some countries it is il-
legal to sell transcripts.

Some of the system characteristics are shown in Table 2,
along with indicative recognition performance rates. The
word error rate on unrestricted American English broad-
cast news data is about 12%. The transcription systems for
French, German and Spanish have comparable error rates for
news broadcasts [9]. The use of a 300k word lexicon for Ger-
man reduces the OOV rate to 1.5%, from about 5% with 65k
words. The larger vocabulary combined with additional lan-
guage model training texts reduced the word error rate from
22.2% to 18.9% on 6 news broadcast shows from Tagess-
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chau [9]. The character error rate for Mandarin is also about
20% [3]. Because Mandarin Chinese is a character-based
language, any Chinese text can be covered by a character
string. This means that if all individual characters are in-
cluded in the recognition lexicon, there is no problem of out-
of-vocabulary items. The Mandarin phone set has 24 conso-
nants and 11 vowels, each having possible 3 tones. This is a
simplified representation of tone where the 5 tones for vow-
els are collapsed into three: flat (tones 1 and 5), rising (tones
2 and 3), and falling (tone 4).

The Arabic language poses challenges somewhat different
from the other languages (mostly Indo-European Germanic
or Romance) we have worked with. It is a strongly conso-
nantal language with nominally only six vowels, three long
and three short. An agglutinative language, it has many dif-
ferent word forms for a given root, produced by appending
articles at the word beginning and possessives at the word
end. Arabic is also written and read from right to left, which
requires modification to the text processing utilities. Texts
are typically non-vowelized, meaning the the short vow-
els are not indicated, and there are typically several possi-
ble (generally semantically linked) vowelizations for a given
written word. The audio data used in the Arabic system were
transcribed with vowels, allowing these to be explicitlymod-
eled in the lexicon and acoustically. Although a vowelized
representation is used in the lexicon and language model, the
word error rate does not include vowel or gemination errors.
(This rate can as much as double if such errors are counted.)

Obtaining sufficient amounts of transcribed audio train-
ing data is usually expensive in terms of both manpower and
time. Recent work has focused on reducing this development
cost [2]. One approach is to use existing recognizer compo-
nents (developed for other tasks or languages) to automati-
cally transcribe task-specific training data. Although in the
beginning the error rate on new data is likely to be rather
high, this speech data can be used to re-train a recognition
system. If carried out in an iterative manner, the speech cor-
pus can be cumulatively extended over time without direct
manual transcription. This approach has been investigated
in [6, 7, 12]. In [7] it was found that somewhat comparable
acoustic models could be estimated on 400 hours of automat-
ically annotated data from the TDT-2 corpus and 150 hours
of carefully annotated data. The same basic idea was used to
exploit the TDT data (in Mandarin and Arabic) to improve
the acoustic models for these languages [11].

5. CONCLUSIONS

Automatic speech recognition is a key technology for au-
dio and video indexing. It appears that the word error rates
obtained with state-of-the-art systems (on the order or be-
low 20%), are sufficient to enable a variety of near-term ap-
plications such as audio data mining, selective dissemina-
tion of information (News-on-Demand), media monitoring,

content-based audio and video retrieval. Based on our ex-
perience, it appears that with appropriately trained models,
recognizer performance is more dependent upon the type and
source of data, than on the language. For example, documen-
taries are particularly challenging to transcribe, as the audio
quality is often not very high, and there is a large proportion
of voice over.

While this paper has drawn examples from ongoing re-
search activities at LIMSI in automatic transcription and in-
dexation of broadcast data, this is a research area with wide
international activity. Given the reliance of today’s most per-
formant systems on large training corpora, porting across
languages or domains first requires obtaining the necessary
resources. Research is underway to reduce the need for man-
ually annotated training data, thus reducing the human in-
vestment needed for system development. However, obtain-
ing a pronunciation lexicon still substantial manual effort in
order to represent spoken language, and in particular to deal
with foreign words and proper names which are common in
broadcast data. Our experience is that while the same basic
technologies and development strategies appear to port from
one language to another, to obtain optimal performance lan-
guage specificities must be taken into account. We expect
that as word error rates are lowered, the language dependent
issues should become more important, and language specific
knowledge will help to improve performance.
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