
Fig. 1. The block diagram of the proposed algorithm.  
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ABSTRACT 

In this paper, we propose a robust deinterlacing algorithm 

which combines edge dependent interpolation (EDI) and 

global motion compensation (GMC). Generally, EDI 

algorithm shows a visually better performance than any 

other deinterlacing algorithm using one field. However, 

due to the restriction of information in one field, a high 

quality progressive image from interlaced sources cannot 

be acquired by intrafield methods. Hence, proposed 

algorithm makes use of mixing process of EDI and GMC. 

In order to obtain the best result, adaptive thresholding 

algorithm for detecting the failure of GMC is proposed. 

Experimental results indicate that the proposed algorithm 

outperforms conventional approaches with respect to both 

objective and subjective criteria. 

1. INTRODUCTION 

Recent advances of HDTV and multimedia personal 

computers strongly call for the mutual conversion 

between interlaced images and progressive images. 

Moreover, as the demand for high quality images 

increases, advanced deinterlacing techniques with good 

performance have been recently required and investigated 

[1]-[14].  

A number of deinterlacing techniques have been 

proposed, which can be roughly classified into intrafield 

methods [2]-[6] and interfield methods [7]-[14]. Intrafield 

methods require simple computation and can be easily 

integrated into hardware. Of the intrafield techniques 

developed for deinterlacing, EDI algorithms [2]-[6] are 

the linear directional interpolation method to preserve 

edge direction. These algorithms make use of the 

directional correlation to interpolate a missing line 

linearly between two adjacent lines in the interlaced signal. 

EDI is the most popular since it exhibits high performance 

with a small computational load. However, EDI has some 

problems that the image quality deteriorates in stationary 

region. 

Interfield methods mainly consist of motion adaptive 

filtering (MAF) [7]-[8] and motion compensation (MC) 

[9]-[14]. MAF employs different filtering strategies for 

the motion and motionless case without motion estimation. 

MC involves estimating motion trajectories and filtering 

along them. These methods generally yield acceptable 

results provided that motion information is reliable. 

However, they are not expected to have good performance 

in case with unreliable motion information. To achieve 

better performance in the process of deinterlacing, it is 

necessary to estimate motion exactly. However, it is not 

easy to obtain accurate motion due to object deformation, 

motion blur and so on.  

To overcome the problems of both inaccurate motion 

and the limitation of information in one field, a hybrid-

typed deinterlacing algorithm based on EDI and GMC is 

proposed. In case with inaccurate motion, vertical high-

frequency of GMC is increased more than that of EDI 

while horizontal high-frequency of GMC is not increased. 

This property is used to determine adaptive threshold for 

detecting region with inaccurate motion.  

The paper is organized as follows. In the next section, 

the proposed deinterlacing algorithm is presented. 

Experimental results are explained in Section 3. Finally, 

our conclusions are given in Section 4. 

2. THE PROPOSED DEINTERLACING 

ALGORITHM 

The proposed algorithm is composed of the following 

steps:  EDI,  GMC, and  adaptive thresholding. A 
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brief block diagram of the proposed algorithm is shown in 

Fig. 1. 

2.1. EDI 

),,( tvhx  denotes an estimate of the intensity of the pixel 

at location ),( vh  and time t . The key to the success of 

EDI is an accurate estimation of edge direction. However, 

pixel approach produces unpleasant results due to noise, 

variation of intensity, and weak edge. To increase the 

probability of detecting a reliable edge, EDI between two 

vectors in a small window has been widely used [2]. Let 

us define the 3-long vectors upper vector )u( ld ,  and 

lower vector )v( md , , respectively as  
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where l  and m  respectively represent the positions of 

those vectors in the horizontal axis with respect to the 

interpolation point ),( vh . Based on these vectors, let us 

define the weighted absolute difference between them as  
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Then, ),( vhx  is estimated as  
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2.2. GMC 

GMC begins by taking three input fields 1x , 2x , and 3x . To 

estimate integer global motion, motion between 1x  and 3x

with same parity is estimated by using block matching 

algorithm. Let I_1x  and I_3x  denote integer global motion 

shifted pre-field and post-field, respectively. Then, sub-

pixel motion between 2x  and I_1x  (or I_3x ) is estimated 

by using a gradient-based method. Let sub-pixel motion 

vector of ith field be denoted by ( ih , iv ). The result 

frame of GMC, GMCx _2 , is determined by  
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2.3. Adaptive thresholding  

Generally, in the simple motion detection, the pixel 

difference between two fields with same parity is used. 

The difference ),,( tvhD  is defined as  

)1,,()1,,(),,( tvhxtvhxtvhD ,             (9) 

The motion detection ),,( tvhMD  is determined according 

to the difference ),,( tvhD  as follows: 

otherwisemoving
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tvhMD

)(1

),,()(0
),,( ,      (10) 

where th  is a threshold value. This method has two 

problems: In region where spatial intensity variation is 

small, motion error cannot be detected. While, in region 

with high frequency (HF), such as edge region, it is not 

easy to divide exactly an image into moving and 

stationary. The larger the threshold value is, the more the 

failure of the GMC occurs. On the other hand, the smaller 

the threshold value is, the less new information from 

GMC is incorporated to results.  

As the failure of GMC increases, the value of  

I_3I_1 xx  and the energy of the vertical HF (VHF) of 

GMCx _2  increase. This property is used in the proposed 

algorithm. HEDIx _2 (Horizontal HF (HHF) of EDI), 

VEDIx _2 (VHF of EDI), HGMCx _2 (HHF of GMC), and 

VGMCx _2 (VHF of GMC) are obtained by differentiating 
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EDIx _2  and GMCx _2  horizontally and vertically, respectively. 

Then, VDx _2  and HDx _2  are defined as  

otherwise
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where HFth  is a threshold value for detecting HF. The 

weight must satisfy three properties: As the density of 

1_2 VDx  increases, the weight must increase. As both 

the densities of 1_2 VDx and 1_2 HDx  decrease, the 

weight must decrease. As both the densities of 

1_2 VDx and 1_2 HDx   increase, weight must increase. 

In case where both the densities of 1_2 VDx and 

1_2 HDx  increase, new information from different fields 

is used to make a frame. Let HDC  and VDC denote the 

count of 1_2 HDx  and 1_2 VDx in block with 

size hB vB . The weights ),,( tvhWa  and ),,( tvhWm  are 

defined as  
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where ahw , amw , alw , mhw , mmw , and mlw  are constant 

values. 50block  and 20block  are 50% and 20% of the 

number of pixel in the block, respectively. Based on the 

weights, let us define the weighted absolute difference 

),,( tvhWD  as 

),,(),,(),,(),,(),,( _2_2 tvhxtvhxtvhWtvhWtvhWD GMCEDIma .(14) 

Finally, the result ),,(2 tvhx  is acquired as 
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3. EXPERIMENTAL RESULTS 

To evaluate the performance of the proposed algorithm, 

we present some simulation results in this section. For a 

quantitative comparison, “mobile” sequence of which we 

know the original progressive sequence is used. Partially-

magnified results of a conventional method (CM) with 

constant threshold of 10 and 40, and the proposed 

algorithm on 2nd frame of “mobile” sequence are shown in 

Fig. 2. The result of CM with small threshold value in Fig. 

2 (a) is not improved where dates, such as “13” and “16”, 

are written. The result of CM with large threshold value in 

Fig. 2 (b) has artifacts caused by the failure of GMC. The 

proposed algorithm provides a visually satisfactory result 

without artifacts. These results are also reflected in PSNR 

in Fig. 3. It is easily understood that the proposed 

algorithm outperforms CM. 

4. CONCLUSION 

We proposed a new deinterlacing algorithm which 

combines EDI and GMC using adaptive thresholding 

based on VHF and HHF. In region where GMC is not 

correct, the fidelity of the result increases by using not 

only the difference between fields but also the pattern of 

VHF and HHF.  
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