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ABSTRACT

In hybrid video coding, motion vectors used for motion com-
pensation constitute an important set of decisions. Cost
functions for block motion estimation that take the smooth-
ness of the resulting motion vector field into account, in
addition to the motion compensated prediction error, have
been proposed. Computationally simple derivatives of SAD
and SSD-based criteria are studied in this paper. Cost func-
tions are based on Lagrangian rate-distortion formulation,
and the basic question is how the Lagrangian multiplier in-
volved should be selected. Assumptions behind these cost
functions are discussed, and a new method is derived for
determining the multiplier. Comparisons with other strate-
gies are made with experiments. The results show that the
selection of the multiplier is not critical.

1. INTRODUCTION

Motion-compensated transform video coding, also called
hybrid video coding, provides an efficient scheme for video
compression. Various standards, such as H.263 and MPEG-
4, define bitstream syntaxes, and the main problem that re-
mains is how various encoding decisions should be made.
One important decision is what motion vector (MV) (or a set
of block MVs) should be used for macroblock motion com-
pensation in the inter-mode. In most implementations, the
choice is based on the sum of absolute differences (SAD) or
the sum of squared differences (SSD) criteria, which corre-
late with the resulting residual bit rate and distortion. How-
ever, these criteria do not consider the bit rate required by
encoding of MVs. As this is done in a predictive manner,
more regular MV fields can give a lower bit rate with in-
significant change in distortion, especially at lower bit rates.

It is therefore interesting to consider other MV estima-
tion criteria which also take the MV bit rate into account. A
common way of formulating such criterion is based on La-
grangian optimization, where the original constrained opti-
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mization problem is converted to an unconstrained one. A
reformulated problem involves coefficients called Lagrange
multipliers, and a particular choice of them corresponds to
the given constraint.

However, a closed-form or computationally feasible so-
lution for the coefficient cannot be found for the problem in
video coding due to dependencies between various encod-
ing decisions. The lack of methods with respect to selection
of Lagrange multipliers has been one obstacle to consider-
ing the use of a Lagrangian coder control [1]. In this pa-
per, we address this problem from the view point of motion
estimation, and consider various strategies for selecting the
multiplier. After presenting the related background, an anal-
ysis of criteria is used to derive a new method for selecting
multipliers, which is then experimentally compared to other
methods.

2. BACKGROUND

Due to dependencies between various encoder decisions,
obtaining a joint rate-distortion (R-D) optimal solution to a
video coding problem is not possible in practice. Therefore,
various sequential schemes are used for seeking suboptimal
solutions [2]. For example, selection of the quantizer pa-
rameter (QP) and MV for motion compensation are done
independently.

Considering the choice of MV �v, when the quantizer pa-
rameter q has been fixed, the cost function to be minimized
is

J(�v, q) = D(�v, q) + λ′(Rres(�v, q) + Rmv(�v)) (1)

where D(�v, q) corresponds to the distortion, measured usu-
ally as the mean-squared error (MSE) of the luminance chan-
nel, Rres(�v, q) is the number of bits needed for encoding
the quantized DCT coefficients of the residual, Rmv(�v) is
the number of bits required by predictive coding of the MV,
and λ′ is the Lagrange multiplier. Direct use of this criterion
requires performing DCT and quantization operations on an
MV candidate basis, which is computationally demanding.
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In order to avoid the problem, model-based approaches
has been proposed (see e.g. [3]), where the criteria used in-
volve parametric approximations of distortion and rate, that
is,

D(�v, q) ≈ D′(C(�v), q) (2)

Rres(�v, q) ≈ R′
res(C(�v), q) (3)

where C(�v) is the value of the SAD or SSD criterion. Com-
putationally even more appealing is to neglect the effect of
residual coding, and use criterion

JC(�v, q) = C(�v, q) + λmvRmv(�v) (4)

where λmv is the Lagrange multiplier [2]. Due to its sim-
plicity, this cost function is very attractive when considering
for example VLSI implementation.

One problem related to the criterion is how λmv should
be chosen. Chen and Willson [2] used fixed values in their
experiments, λmv = 15 or 25 for SAD and λmv = 150 or
200 for SSD. They note that the value of the parameter is not
critical. In [1][4], the choice is tied to the selection of the
quantizer parameter q. It is shown both theoretically, using
high-rate approximations, and experimentally tha the selec-
tion of the Lagrange multiplier for encoder mode selection
can be based on

λmode(q) = c q2 (5)

where c is a constant determined by the functional relation-
ship between the rate and distortion. In practice, c = 0.85
is used (it is noted in [4] that approximation is good up to
q = 25 for H.263). Then, based on experimental results, it
is argued that a good choice is to use

λmv(q) =
√

λmode(q) (6)

with SAD criterion. In the case of SSD,

λmv(q) = λmode(q) (7)

is used [1]. For SAD and SSD, these choices give similar
results.

However, there seems to be a lack of analysis about why
choices should be made using these formulas. In the fol-
lowing, we address this issue and derive another method
for determining Lagrange multipliers. The method is based
on linear approximations of the encoder inter-mode perfor-
mance.

3. BASIC FORMULA FOR MULTIPLIER

Assume that the distortion and rate can be approximated in
the model-based criterion, JM (�v, q), linearly as

D′(C, q) = kD(q) C (8)

R′
res(C, q) = kR(q) C (9)

0 2 4 6 8 10

x 10
4

0

50

100

150

200

D
is

to
rt

io
n 

[M
S

E
]

0 2 4 6 8 10

x 10
4

0

20

40

60

80

100

120

140

Criterion [SSD]

#D
C

T
 b

its

Fig. 1. Subset of data samples for QP = 15.
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Fig. 2. Average distortion and rate as a function of SSD
criterion (QP = 15).

In order to see whether these approximations may be
used, (C, D, Rres) triplets were gathered using an MPEG-4
encoder1. Data and average values are illustrated in Figs 1
and 2 for one QP value. The latter figure shows slightly
curved relationships between average values and the cri-
terion. However, as the former figure shows, variation in
the rate and distortion for similar prediction errors is high.
Based on these observations, and the fact that it is more
likely for the encoder to choose intra-mode when the predic-
tion error is higher, the linear approximations may be con-
sidered good enough. More accurate approximations may
not give significant improvements: according to Chen and
Willson [2], the improvement is about 0.1-0.4 dB.

One important note with these approximations is that
the model-based approach and residual-neglecting method

1Data was collected and also other experiments performed using an
MPEG-4 encoder implementation (based on OpenDivX 4.0 alpha 50 re-
lease) with an exhaustive search algorithm for full-pel motion estimation
and half-pel refinement. Motion was estimated for 16 × 16 blocks.
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(based on (4)) give equivalent results if we choose

λmv =
λ′

kD + λ′kR
(10)

as then JM (�v, q) ∝ JC(�v, q).
The primary purpose of rate control is to adjust the quan-

tizer parameter in order to have a lower residual bit rate (or
distortion) at the expense of increasing distortion (or resid-
ual bit rate). The trade-off is related to the Lagrange multi-
plier associated with mode selection [1], and we can write

λmode = − dD

dRres
= − dD/dq

dRres/dq
(11)

If it were computationally feasible, we would estimate the
motion using criterion (1) with the choice

λ′ = λmode (12)

and compare the minimum value to the result with other
mode choices. In order to use the cost function (4), we com-
bine this choice with linear approximations, which gives us
the derivation

λ′ (12)
= λmode

(11)
= − dD/dq

dRres/dq

(8),(9)
= −d(kDC)/dq

d(kRC)/dq
= −dkD/dq

dkR/dq

Substituting the result for λ′ in (10) gives

λmv =
dkD/dq

kR dkD/dq − kD dkR/dq
(13)

which we consider to be the formula for determining the
multiplier. As in (6) and (7), the selection is tied to the
specific QP value used, but the justifications and the end
result are different.

4. SLOPE APPROXIMATIONS

Using equation (13) for determining λmv involves first an
estimation of the functions kD(q) and kR(q). In order to
do this, macroblock data triples (C, D, Rres) are gathered
with an encoder using standard SAD or SSD-based motion
estimation with different values of q. Then, the slopes are
estimated in each case. Here, we calculated the slopes as
ratios of sample means.

Specific parametric functions are then fitted to the slope
data. For the SSD-based criterion, experiments with the var-
ious parametric functions suggested that sufficient approxi-
mations are of the form

kD(q) =
4∑

i=0

aiq
i/2 (14)

kR(q) = exp

(
4∑

i=0

biq
i/4

)
(15)
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Fig. 3. Slope approximations kD(q) and kR(q) for SSD.

where coefficients ai and bi are estimated using the slope
data. Similar formulae were also used for SAD. Coefficients
were found by minimizing an objective function based on
the L2 norm, which gave an approximation in Fig. 3 for
SSD.

Once the slope functions are available, (13) can be eval-
uated. The result is illustrated in Fig. 4, where choices of
λmv according to (6) and (7) are shown for comparison.
For SAD, the multipliers differ more as the QP value gets
higher. For SSD, the curves are similar for high QPs; for
lower values, there is some difference.

5. EXPERIMENTS

Experiments were conducted in order to evaluate the encod-
ing performance with different multiplier selection strate-
gies. No R-D optimized mode selection was used.

The results with the Foreman sequence are shown in
Fig. 5. It can be seen that with the R-D criteria, the results
are improved compared to the basic SAD and SSD. With
a higher bit rate, the improvement is not significant, about
0.2 dB for 384 kbps. With a lower rate (192 kbps), the gain
is about 0.75 dB; in this case, the average QP value is re-
duced from about 25 to 18.5. In general, the results depend
on the content of the sequence as it determines the relative
importance of the MV encoding performance.

No multiplier selection method gives a clear advantage
over others in Fig. 5, and other tests were made to investi-
gate this issue. For SAD, Fig. 4 suggested especially com-
parison of our strategy to (6), when the QP value is larger.
Similarly, the choice of a fixed λmv = 175 was used as a
reference method for SSD. In experiments with various se-
quences, the target bit rates were chosen so that the resulting
average QP value were greater than 16. In each case, the av-
erage QP value turned out to be lower with our method: in
tests with SAD the magnitude of the difference was 0.0-3.1
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Fig. 4. Values of the Lagrange multiplier with different
choice strategies: solid lines are averages of the values used
in [2] (λmv = 20, 175), dashed curves correspond to (6),
(7) and dotted ones to the proposed strategy.

units, and with SSD, differences were in the range of 0.1-
5.5 units. Also the illustration in Fig. 6 shows small bias in
favor of our method.

6. CONCLUSIONS

In this paper, we have studied the selection of the Lagrange
multiplier for R-D based block motion estimation criteria.
Using the assumption of linear dependence between rate,
distortion and prediction error, simple cost functions for the
motion estimation were justified, and an approach for find-
ing the multiplier was derived. Analysis gives additional
insight to these cost functions, which are attractive from the
point of view of applications.

Experimental results indicate that an improvement in
terms of PSNR can be obtained using R-D criteria; how-
ever, it depends on the content of the video sequence and
the target bit rate. Tests with different Lagrange multiplier
selection strategies did not show any significant differences
between the methods. One can therefore in practice safely
select values from a large range.
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