
MOTION VECTOR PROCESSING FOR FRAME RATE UP CONVERSION
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ABSTRACT

In this paper, the effect of motion vector accuracy on
the efficiency of motion compensated frame rate up conver-
sion (MC-FRUC) is studied. The motion vector process-
ing problem is formulated and analyzed via motion vector
modelling. A processing scheme is proposed to improve the
interpolated frame quality at the decoder. Practical applica-
tion of integrating motion vector processing algorithm to a
standard H.263 decoder for MC-FRUC is also discussed.
Experimental results show that 0.4-0.6 dB gain in H.263
codec, and 0.5-2 dB gain in off-line frame rate conversion
can be obtained by the proposed algorithm.

1. INTRODUCTION

Frame rate up conversion (FRUC) is the conversion pro-
cess between any two display formats with different frame
rates. Besides the scanning format applications [1], FRUC
can also be used in low bandwidth video coding. In low
bandwidth applications, a number of frames are skipped in
the encoding stage and missing frames are later interpolated
during the decoding process.

Many FRUC algorithms have been developed, which
are divided broadly into two categories. The first category
uses combination of video frames without taking the object
motion into account. This class includes methods such as
frame repetition and frame averaging. Although these al-
gorithms can be perfect in the absence of motion, they pro-
duce motion jerkiness and blurring of the moving objects
when there is motion. The second category uses advanced
conversion technique that employs motion [2]. The inter-
polator that predicts the missing frame can be either linear
such as Haar filter, or nonlinear such as median operation
[3]. However as one interpolates the additional frames to
increase the frame rate of the video, artifacts are introduced
due to incorrect motion vectors. As expected, the true mo-
tion estimation is most crucial in MC-FRUC applications.

The problem of motion compensated FRUC for stan-
dard video codecs (e.g. H.263, MPEG) is different and
more challenging than off-line FRUC applications. The re-
ceived motion vectors are not very reliable to use directly

in FRUC. The reason is that in most standard video coding
applications, motion estimation is performed by minimiz-
ing an error criterion such as sum of absolute difference or
mean square error. Although this reduces the bit rate of
video, it does not completely describe the actual motion be-
tween frames. Furthermore, a new motion estimation at the
decoder is computationally expensive. Therefore, the mo-
tion information contained in the received bitstream should
be fully utilized to obtain better quality in the interpolated
frame.

An MPEG-2 video codec that uses frame rate up conver-
sion is presented in [4], where natural motion vector estima-
tion [5] is used during the video encoding process. An ob-
ject based refinement of motion vector fields is given in [8].
It uses the same 3-D recursive motion estimation algorithm
given in [5], and has segmentation as a post processing mod-
ule which increases the complexity. An adaptive interpola-
tion scheme is described in [6], where bidirectional motion
estimation is used, and either forward or backward blocks
are chosen based on mean absolute difference threshold in
final interpolation. The general framework of adapting tem-
poral filter taps that combines forward and backward blocks
for MC-FRUC is discussed in [7].

In this paper, we assume that we do not have access to
the encoder, which means motion estimation algorithm is
not changed. We give a general motion vector processing
framework and propose a motion vector processing scheme
that is applied on any received motion vector field. We ana-
lyze the cases in which the proposed scheme reduces predic-
tion errors theoretically by motion vector modelling. Inte-
grating MC-FRUC via motion vector processing algorithm
to a standard H.263 decoder for MC-FRUC is also studied.

The paper is organized as follows. The relation between
efficiency of MC-FRUC with motion vector accuracy is pre-
sented in Section II. The motion vector field models and
how to process them analytically is described in Section III,
which is followed by the proposed algorithm in Section IV.
The experimental results are discussed in Section V. Finally,
last section concludes our work.
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Fig. 1. Motion compensated frame interpolation in FRUC

Fig. 2. Statistical error model

2. MOTION COMPENSATED FRAME RATE UP
CONVERSION (MC-FRUC)

In MC-FRUC, the missing frame is interpolated based on
the motion vector information calculated between the refer-
ence and current frame (Fig. 1). If FRUC is applied on stan-
dard codecs, then the reference and current frame can be any
I, B or P frames. The assumption is that the motion between
the reference frame and the interpolated frame, similarly the
motion between the interpolated frame and current frame is
half of the motion vector vi in amplitude (for 1:2 up con-
version) and it lies on the same trajectory as vi. Explicitly,
if block f1 moves by vi from frame Fref to Fcur, then it
is most likely that the block f1 moves by vi/2 from frame
Fref to Fint, and f2 moves by -vi/2 from frame Fcur to
Fint. If we let b1 = f1(vi/2) and b2 = f2(−vi/2) , then
block c in the corresponding frame Fint can be interpolated
by c = 1/2(b1 + b2) by using half and half temporal in-
terpolation filter, where b1 is forward, and b2 is backward
motion compensated block.

For the analysis, we adapted the statistical model (Fig.
2) that is used in [9] for multi-hypothesis video coding. The
difference from [9] is in the analysis, where the forward
and backward blocks are compensated with different mo-
tion vector accuracy. In FRUC applications, we do not have
access to the missing frame. All the blocks are not compen-
sated equally in frame interpolation, hence motion vector
error variance differs. Let ∆1=(∆x1, ∆y1) and ∆2=(∆x2,
∆y2) be the forward and backward motion vector errors re-
spectively. They represent the deviation of estimated mo-
tion vectors from the real motion trajectory t. Let s be the
video signal (i.e. block) in the missing frame Fint that
we want to interpolate at the decoder, and c be the pre-
diction of s. The aim is to minimize the prediction error

e(x, y) = s(x, y) − c(x, y). Associating the motion vector
errors with motion compensated blocks b1 and b2 (Fig. 2)
and replacing them in c(x, y) = 1/2 b1(x, y) + 1/2 b2(x, y),
we have

e(x, y) = s(x, y) − 1/2 · (s(x − ∆x1, y − ∆y1)
+s(x − ∆x2, y − ∆y2)) + η(x, y)

(1)

The mean square error in prediction can be found by calcu-
lating the power spectral density psd of the error. The psd is
defined as the fourier transform of the expectation of eeH .
Let the error in motion vector be Di = ejωx∆xi−jωy∆yi in
frequency domain, then psd of prediction error is:

Φee(ωx, ωy) = Φss(ωx, ωy) · [1 + 1/4E(D1D
H
2 ) + 1/4+

1/4E(D2D
H
1 ) + 1/4 − 1/2E(D1) − 1/2E(DH

1 )−
1/2E(D2) − 1/2E(DH

2 )]
(2)

We assume that motion vector errors have independent Gaus-
sian distribution pi(∆x,∆y) with fourier transform Pi(ωx,

ωy)=e−
(ω2

x+ω2
y)σ2

i
2 . Note that the expectation of motion vec-

tor error is actually the fourier transform of the motion vec-
tor pdf. Hence, E(D1D

H
2 ) = E(DH

1 D2), E(D1)=E(DH
1 ),

E(DiDj)=Pi Pj and E(Di)=Pi. And equation (2) becomes

Φee(ωx, ωy) = Φss(ωx, ωy)[3/2+1/2P1P2−P1−P2] (3)

In equation (3), as each σi goes to zero, Pi goes to one and
Φee

Φss
goes to zero. Hence prediction error decreases. In the

next section, motion vector processing is related to motion
vector error variance via motion vector models.

3. ANALYSIS OF MOTION VECTOR FIELD
MODELLING AND PROCESSING

In MC-FRUC applications, the ground truth is not available
and one needs to model the motion vector in order to deter-
mine motion vector errors. Motion fields are usually smooth
functions except at the object boundaries. In [10], an AR(1)
motion vector model is introduced in the context of video
coding, where the motion vector is predicted by the motion
vector of previous block. In this work, we want to utilize
a larger number of motion vectors, hence we will consider
AR(p) motion vector field models for different regions such
as smooth, outlier and object boundary. Let vr(j) be the
motion vector of the jth (center) block of any one of the
3x3 blocks given in Fig. 3. Then, non-causal AR(p) model
can be written as

vr(j) = Avr(j) + η (4)

where A=[a1 a2 a3 . . . ap], vr(j)=[vr(j−m), vr(j−m+
1) . . . vr(j − 1), vr(j +1) . . . vr(j +m)]T , and p = 2m.
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(i) smooth region (ii) outlier (iii) object boundary

Fig. 3. Motion Vector Field Models

Let vm(j)=B vm(j) + η be the measured (or received) mo-
tion vectors, vp(j)=C vm(j) + η be the processed motion
vectors, and vr(j) be the real motion vectors as given in (4).
The motion vector processing problem can be formulated as
follows.

Problem statement: Find a motion vector processing
function g that acts on received motion vectors vm and pro-
duces vp(j), (i.e. vp(j)=g(vm)), such that the variance σ2

ep

of motion vector error vep(j) = vr(j)−vp(j) after process-
ing should be less than the variance σ2

em of motion vector
error vem(j) = vr(j) − vm(j) before processing.

In this work, vector median [11] filtering (VMF) and
low pass filtering (LPF) are considered for motion vector
processing functions. For VMF, the motion processing vec-
tor C for AR(p) model can be given as C=[0 . . . 1 . . . 0]. The
nth coefficient being 1 implies that nth vector in a window
of received motion vectors is picked as an output of VMF.
For LPF, the processing vector C is given as C=[1/N 1/N
. . . 1/N], which implies that the received motion vectors in
a window are simply averaged. The error variance of jth

motion vector before and after processing can be written as

σ2
em = E((vr(j)−vm(j))2) = σ2

rj+σ2
mj−2E(vr(j)vm(j))

(5)
σ2

ep = E((vr(j)− vp(j))2) = σ2
rj +σ2

pj − 2E(vr(j)vp(j))
(6)

In order to understand how to reduce error variance by
VMF and LPF, the statistical properties of each motion vec-
tor model is analyzed next. Let σ2

rj be the variance of mo-
tion vector vr(j), ρjk be the correlation coefficient between
jth and kth block.
(i) smooth region: σrj ≈ σrk, ρjk≈1, ∀ k in the window.
(ii) outlier: σrj � σrk, ρjk �1, ∀ k �= j in the window.
(ii) boundary: σrj and ρjk within each object is similar to
case (i), and across objects is similar to case (ii).

Assume that VMF is applied on an outlier vm(j), then
σpj in (6) will be smaller than σmj in (5) due to variance
condition imposed in case (ii). Furthermore, E(vr(j)vp(j))=
ARCT will be bigger then E(vr(j)vm(j))=ARBT due to
correlation condition of case (ii), with R=E(vr(j)vm(j)).
Therefore after processing, the motion vector error variance
σ2

ep will be reduced, which in turn will reduce prediction er-
ror in MC-FRUC. LPF has smoothing effect on the motion
vector field. Application of C=[1/N 1/N . . . 1/N] on received

motion vectors will increase the correlation between motion
vectors, and reduce motion vector error variance.

4. PROPOSED MOTION VECTOR PROCESSING

The overall system diagram is given in Figure 4. The first
step of the algorithm windows the incoming motion vector
field. The size of the processing window changes according
to the image and block size. If motion vector field is not
very dense, the window size should not be very large, since
the correlation between blocks is not enough to make use
of motion vector information in that neighborhood. If im-
age size is big, and the motion vector field is dense, window
size should accordingly. The angle variance of the motion
vectors are calculated for motion field classification. Next
outliers are determined and corrected by the VMF step. A
motion vector that is classified as outlier can sometimes rep-
resent a small object like a ball in a sports sequence, or a
flying bird in a natural scene, which can be determined by
motion vector tracking. We do not consider this case here,
in this work we assume low delay and small buffer, hence
the processing is done only on the current received motion
vector field.

Motion Vector Field

Windowing

Variance calculation

VMF

Low pass filtering

Motion vector field

classification

Var>thVar<th

Fig. 4. Proposed scheme

5. EXPERIMENTAL RESULTS

In this section, two sets of experiments; off-line FRUC, and
FRUC in H.263 codec are presented. In the off-line case,
full search and hierarchical search algorithms are used for
motion estimation on un-compressed video sequences. The
block size for full search is 8x8, and the search range is 16
pixels for both horizontal and vertical directions. For hierar-
chical search 3 levels are used. The block size is 2x2, 4x4,
8x8 in the first, second and third levels respectively. Ev-
ery other frame is skipped during the encoding process and
later they are interpolated using two methods. The first one
uses the standard motion compensated interpolation (MCI)
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Full Search Motion Estimation  Hierarchical Search Motion Estimation  

Foreman City Zoom Ballet Foreman  City Zoom Ballet  

Avg. Psnr 

before proc.  

33.1 27.17 33.08 26.25 31.88 25.56 31.91 25.81 

Proposed 

scheme 

34.58 29.65 34.46 27.15 34.5 27.83 34.4 27.19 

Avg. Psnr 

increase  

1.48  2.48 1.38 0.9 2.62 2.27 2.49 1.38 

Table 1. PSNR (dB) comparisons for off-line MC-FRUC

No Annex Annex J (deblocking filter mode) 

Foreman (CIF) 

225 kb/sec 

Foreman (QCIF) 

79 kb/sec 

Stefan (CIF) 

270 kb/sec 

Foreman (CIF) 

225 kb/sec  

Foreman (QCIF) 

79 kb/sec 

Avg. PSNR 

increase 

0.48  0.51 0.57 0.49 0.44 

Table 2. PSNR (dB) results for MC-FRUC in H.263

[2] with received motion vectors and is denoted as ‘before
processing’. The second one uses the motion vectors ob-
tained by the proposed algorithm and is denoted as ‘after
processing’. The performance of the algorithm is tested on
several video sequences such as foreman, ballet, zoom, and
city. Simulations are performed over 150 frames of foreman
sequence (CIF), 40 frames of zoom and city sequences, 10
frames of ballet sequence. The results are given in Table I.

Next, we have applied the MC-FRUC on a H.263 codec
[12]. In a standard codec, macroblock types, GOP struc-
tures, the type of annexes are practical issues. We have
used H.263 with no Annex on, and with Annex J so that
for some macroblocks 4 motion vectors were sent. The
GOP structure was IPPP and all the motion vectors were
unidirectional. The psnr increase for foreman and stefan se-
quence compressed at different rates for different sizes are
given in Table II. By the proposed algorithm, we are able
to achieve 0.5 dB on the average. Besides the psnr value,
subjective picture quality is also important. The proposed
algorithm is able to get rid of dominant blocking artifacts
caused by outliers. Low pass filtering of motion vectors in-
stead of the frames help reduce artifacts without blurring.
The video files in .avi format are available at “http://video
processing.ucsd.edu/fruc demo.htm”.

6. CONCLUSION

In this paper, the effect of motion vector processing on mo-
tion compensated frame rate up conversion is analyzed the-
oretically. MC-FRUC is investigated by combining forward
and backward blocks with different motion vector error vari-
ances. The motion vector processing problem that reduces
the error variance is formulated via motion vector modelling.
Motion vector processing algorithm will be extended to cover
more models and object-based structures in the future work.

The experimental results show that the proposed algorithm
generate higher quality frames with less blocking and blur-
ing artifacts.
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