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ABSTRACT

A new multiple description coding approach is presented 

in this paper. In this approach, each significant wavelet 

coefficient is decomposed into two coefficients. One is 

made from the bits in the odd positions, whereas, the 

other is made from the bits in the even positions. These 

two types of coefficients are then grouped into two 

sub-signals. Two descriptions of coded data are formed 

from these sub-signals and transmitted over different 

channels. Similar to the polyphase transform and selective 

quantization multiple description coding algorithm 

(PTSQ), main descriptions and protecting data for the 

other description are separately coded. Since two 

sub-signals share the same hierarchical tree structure, only 

coefficient values in the redundancy parts need to be 

coded, and coding efficiency is improved. Experimental 

results have shown that the performances of the proposed 

scheme are better than those of PTSQ.  

1. INTRODUCTION 

Multiple Description Coding (MDC) provides a very 

efficient framework to achieve robust communication 

over unreliable channels such as a lossy packet network 

[1]-[6]. The basic idea of MDC is to introduce correlation 

between two descriptions of a source, which are 

transmitted over different channels to the receiver. In the 

case of a channel erasure, the decoder is still able to 

retrieve some information about the lost piece of signals. 

When all the descriptions are available at the receiver (i.e., 

all the channels are received), the decoder can reconstruct 

the source with high fidelity. However, if only a subset of 

the descriptions is received (signals in one or more 

channels are lost), the quality of the reconstructed signal 

should still be acceptable. In this paper, we consider a 

special case of MDC with two descriptions in the context 

of significant coefficient decomposition and realization in 

Stack X-tree MDC [7][8]. 

Early information theory based research in MDC 

presented theoretical rate-distortion results on a 

memoryless MDC source [1],[2]. Vaishampayan proposed 

the first MDC scheme for image coding, called Multiple 

Description Scalar Quantizer (MDSQ) [3]. MDSQ 

produces two quantization indexes for each sample. When 

both indices are available, the original sample can be 

reconstructed with a small quantization error. When only 

one index is available, the quantization error becomes 

larger. A simple implementation of MDSQ is the A2 

index assignment employing two quantizers whose 

decision regions shift by half of the quantizer interval 

with respect to each other. Multiple Description 

Transform Coding (MDTC) is introduced in [4] and 

rate-distortion theoretic results for sources with memory 

are presented in this context. Wang et al. proposed 

another MDTC scheme by using pair-wise correlating 

transforms to introduce dependencies between two 

descriptions transmitted over different channels [5]. Both 

MDSQ and MDTC are effective approaches to alleviate 

the effects of the transmission errors. However, the gain 

of robustness to channel errors is at the cost of relatively 

complicated system design. For example, the requirement 

for index assignments in MDSQ calls for complicated 

system design, while MDTC requires another correlating 

transform besides the conventional decorrelation 

transform. To simplify the system implementation, Jiang 

and Ortega proposed another MDC scheme, Polyphase 

Transform and Selective Quantiaztion (PTSQ), by 

separating Zerotrees into polyphase components [6]. It 

was reported that PTSQ was simple to implementation 

and achieved better results in lower redundancy rates. 

The proposed system splits each significant DWT 

coefficient into two coefficients by separating the odd 

number and the even number location bits of the 

coefficient. For notational convenience, we call the 

coefficient made of odd bits the odd coefficient and that 

made of the even bits even coefficient. Odd coefficients 

and even coefficients are coded to form odd phase and 

even phase components, respectively. Each description is 

formed by one phase and a redundancy addition from the 

other phase. Then they are coded and transmitted over 
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Figure 1. The proposed MDC system

two different channels. Till now, our approach sounds like

PTSQ except the coefficients. However, there is different

in redundancy coding. Zeros in the redundancy need not

to be coded because both odd phase and even phase have

identical zero-tree mapping.

The structure of the remaining sections of this paper is

as follows. Section 2 describes the proposed MDC

scheme, including the decomposition and reconstruction

procedures. Section 3 shows some simulation results to

illustrate the improved performances of the proposed

algorithm. Section 4 gives some concluding remarks.

2. STRUCTURE UNANIMITY BASED MDC

2.1 Proposed MDC system scheme 

The MDC coding system is shown in Fig. 1, where X is 

the outcome of a quantizer Q, which is not explicitly

shown in the figure. Coefficient X and its shift are 

bitwise-down-sampled into even number position bits and

odd number position bits, which are then grouped to form

two-phase components Xe and Xo, respectively. The

decomposition procedure is symbolized by b 2 and D-1

is used to denote the logic shift in the figure. Each of

these two-phase components is coded independently by a

codec C and forms the primary part of the information in

its corresponding channel. For the reconstruction of the

second component in case of any lost channel, each

channel also carries a coarser quantized version of the

counterpart component as redundant information. A

quantizer Q1 is introduced to get a coarser quantization

and C1 is a codec for the redundant information.

Generally, both Xe and Xo have the same zero mapping. In

this light, C1 codes only absolute value of redundancy, for

zero mapping has coded in the primary part of the

description. The encoded primary data and redundant data

are combined for transmission. At the receiver, if data

from both channels are available, primary information

from both channels are employed for reconstruction. If

only one channel data is available, the primary

information and the redundant information from this

channel are used for reconstruction.

2.2 The constitution of primary information

Let x be a significant coefficient with (n+1) bits:
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Denote xe and xo the odd coefficient and the even
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Otherwise, n is an even number, let , then mn 2
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It should be noted that if xe and xo are transmitted and

received with no lost channel then a multiple description

coding stream is constituted. However, if one channel is 

lost, i.e., only one signal component is available, it is not

known whether n is an odd or an even number. What is 

more, if bn is dropped and bn-1 = 0 serious reconstruction

error will happen. For instance, if x = 100000011, then

xe = 10001 and xo = 0001. If only xo is available, the

reconstructed signal value will be To avoid this

situation, an MSB should be included in both x

.1ˆ
0x

e and xo,

and Eqns. (2a) and (2b) become
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Equations (3a) and (3b) define the expressions for the odd

and the even coefficients, respectively.

2.3 The constitution of redundant information 

To make our discussion much simpler, we assume the 

stepsize of the quantizer Q1 to be equal to two, and the
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quantization then becomes a logic shift to the right by one

bit. Denote the shifted odd and the even coefficients xe’

and xo’, then
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Equations (3a), (3b), (4a) and (4b) show that any

coding structure identifying the locations of significant

coefficients in primary information also indicates the

positions of the significant coefficients in the redundant

information. Consequently, zero position mapping in the 

redundant data need not be transmitted, and only

significant coefficients in redundant information need to

be coded. 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

Experiments are performed on three popular 512×512

8-bit grayscale images: “Lena”, “Goldhill”, and “Barbara”

to test the proposed algorithm. We used the 7/9

biorthogonal wavelet filters introduced along with a five

level dyadic DWT in all our experiments [9].

Almost any one of the wavelet-based codec, such as the

EZW, SPIHT and X-Tree approaches [7],[8],[10],[11],

can be used to code the odd and the even coefficients.

Among these coding schemes, the Stack X-Tree algorithm

is the simplest one with high coding efficiency. We

therefore employ this algorithm to realize the structure

unanimity based MDC.

An X-tree is a generalization of a zerotree whose all

descendants are insignificant but root node can be either

significant or insignificant. The stack in fact is the

nickname of a significant coefficient. For a given

threshold, a DWT image is only scanned once, and X-tree

maps of wavelet coefficients are produced and exported.

Then significant coefficients with their signs are outputted

one by one, where signs serve as separators of coefficients.

Since all bits of a significant coefficient are outputted one

after another with LSB going first and MSB last, which is 

similar to a stack, we call the significant coefficient a

stack.

Consider that the Stack X-Tree is a non-embedded

codec, the significant coefficient with odd n is shifted

right for one bit, so that xe and xo have the same bits, and

the LSB of the significant coefficients is sent with xo. One

more bit is sent with both xe and xo to indicate whether the

n is odd. Though the preceding process will descend the

coding efficiency and two descriptions will be somewhat

unbalance, but the results are still acceptable. 

The simulation results are summarized in Tables 1 - 3,

where rate-distortion results from the proposed scheme

and PTSQ scheme, including multiple description coding

bit rate, redundancy rate, centre distortion and both side

distortions, are tabulated for each of the images. Figure 2

shows the reconstructed images as obtained using the

proposed method for “Lena” at bit rate 0.5 bpp. 

Table 1. Simulation results for image “Lena” 
MDC

rate

 (%) Available

channel

PSNR (dB) 

Proposed

PSNR (dB)

PTSQ

Both 30.05 30.05

Channel1 26.60 25.770.125 23.8

Channel2 27.88 26.21

Both 32.96 32.97

Channel1 29.31 28.690. 250 26.4

Channel2 30.65 28.80

Both 36.04 36.06

Channel1 32.45 31.710.500 26.9

Channel2 33.70 31.76

Both 39.05 39.09

Channel1 35.45 34.801.00 26.5

Channel2 36.52 34.81

Table 2. Simulation results for image “Barbara” 
MDC

Rate

 (%) Available

channel

PSNR (dB) 

Proposed

PSNR (dB)

PTSQ

Both 24.34 24.35

Channel1 21.83 21.540.125 16.4

Channel2 22.63 21.70

Both 27.11 27.11

Channel1 23.21 23.300. 250 14.4

Channel2 24.68 23.27

Both 30.48 30.49

Channel1 26.01 25.120.500 17.3

Channel2 27.65 25.19

Both 34.58 34.60

Channel1 29.72 28.471.00 25.3

Channel2 31.18 28.52

Table 3. Simulation results for image “Goldhill”
MDC

rate

 (%) Available

channel

PSNR (dB) 

Proposed

PSNR (dB)

PTSQ

Both 27.94dB 27.94dB

Channel1 25.25dB 24.93dB0.125 17.8

Channel2 26.21dB 24.95dB

Both 29.93dB 29.95dB

Channel1 26.91dB 26.70dB0. 250 18.1

Channel2 28.01dB 26.72dB

Both 32.43dB 32.43 dB

Channel1 28.94dB 28.47 dB0.500 17.2

Channel2 30.09dB 28.50 dB

Both 35.49dB 35.51 dB

Channel1 31.39dB 30.95 dB1.00 18.9

Channel2 32.71dB 30.91 dB

From the experimental results listed, it can be seen that

the proposed structure unanimity based multiple
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(a) Both channels are available (36.04dB) (b) Only channel 1 is available (32.45dB) (c) Only channel 2 is available (33.70dB)

Figure 2. The simulation results of the proposed BSCD system for Lena (Bit rate = 0.5 bpp)

description coding scheme is some what bias, but side

distortions from both descriptions outperform the

polyphase transform and selective quantization method.

4. CONCLUDING REMARKS 

This paper has outlined a new MDC scheme, called the

structure unanimity based MDC scheme. The proposed

algorithm splits a significant coefficient into one odd

coefficient and one even coefficient, by separating odd

bits and even bits in the coefficient. Two-phase

components are produced from the odd and even

coefficients. They are then encoded to form two

descriptions and transmitted over different channels. Each

description is composed by primary information and the

protecting information for the other description. Code

words for zero mapping in the redundant data are

eliminated for the distribution similarity between primary

data and protecting data. With the realization of the

proposed MDC scheme by the stack X-tree codec, we

have developed the new MDC system. Experimental

results have shown that the implementation of the

proposed system is simple but the coding results are very

good.
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