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ABSTRACT 

Joint source-network encoding of object-based video is a 

very important and challenging research topic, which has 

not been adequately explored. In this paper, we propose a 

robust network-adaptive encoding approach for object-

based video. The framework jointly considers source 

coding, packet loss during transmission, and error 

concealment at the decoding. The proposed method 

guarantees the minimum expected distortion for the 

decoded video, by optimally allocating the shape and 

texture coding parameters at the encoder. The resulting 

optimization problem is solved by Lagrangian relaxation 

and dynamic programming. Experimental results 

demonstrate that the proposed method has significant 

gains over the non network-adaptive method. 

1. INTRODUCTION

Robust video compression (see [1] for a recent review) 

refers to controlling the trade-off between error robustness 

and coding efficiency. Network-adaptive video encoding 

is a robust video compression approach that designs and 

optimizes the source encoder by considering transmission 

factors, such as error control, packetization, packet 

scheduling and retransmission, routing, and error 

concealment. The error resilience is gained by optimally 

selecting the encoding mode [2-4], such as prediction 

mode and quantization parameters for each packet (or 

macroblock), which enables the decoded video to reach 

the minimum expected distortion for the available 

resources. Various approaches have been proposed in the 

literature for solving such problems. In [5], the optimal 

encoding parameters are selected jointly considering the 

dynamic allocation of the transmission power, which 

controls the level of protection provided for each packet 

and directly affects the decoded video quality. In [6], the 

recent advances for network-adaptive video streaming are 

reviewed, and emphasis is placed on joint video encoding 

and packet scheduling and joint video encoding and 

control of the packet dependency.    

In recent years, object-based video coding has become 

one of the most important research and development 

topics in the visual communication field, as the fast 

growing modern multimedia applications require content-

based interactivity and scalability. Compared with the 

conventional frame-based video, which is represented by 

encoding a sequence of rectangular frames, object-based 

video coding is based on the concept of encoding 

arbitrarily shaped video objects. The video objects are 

described by their shape and texture, which are 

compressed by using totally different encoding schemes. 

In [7-8] we proposed an operational rate-distortion 

optimal bit allocation scheme for object-based video 

coding, which enables the rate controller to optimally 

allocate bits among shape, texture, and motion. In this 

paper, we propose a network-adaptive encoding scheme 

for robust object-based video transmission. To the best of 

our knowledge, there has been no reported work in the 

literature on network-adaptive encoding of object-based 

video.  

The rest of the paper is organized as follows. In section 2, 

the problem is formally defined, and in section 3, the 

optimal solution is developed. Section 4 describes the 

simulations and experimental results. We draw 

conclusions in the last section.  

2. PROBLM FORMULATION

The problem at hand is to choose the coding parameters 

for shape and texture data with a given rate constraint, so 

as to minimize the total expected distortion at the decoder. 

This can be represented by 

Minimize E[D], subject to R ≤ Rbudget,                     (1) 

where E[D] is the expected total distortion, R is the total 

bit rate, and Rbudget is the bit budget for the frame. The 

optimization is over the source coding parameters and is 

restricted to the frame level. 

A. System model 

Let us denote by {m1, m2,…,mN} the total N slices (or 

packets) in the frame, by V={V1,V2,…,VN} the set of  

admissible coding decision vectors for the slices, and vi a 

coding decision vector for mi (
i iv V∈ ). Each packet is 

independently decodable. Let us denote by ( )i iR v  the bit 

rate for mi. Clearly, 

1

( )
N

i i

i

R R v
=

=∑ .                                                          (2) 

In this paper, we assume a packet lossy network, that is, 

the packets are either received error-free or lost. We also 

assume that the probability with which a packet has 
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arrived at the receiver is available at the encoder. This can 

be either specified in the initial negotiations, or adaptively 

calculated from messages exchanged by the transmission 

protocol. Let us denote by 
iρ  the probability of loss for 

the ith packet. 

B. Expected distortion 

For lossy networks, the distortion at the receiver is a 

random variable. Let [ ( ,..., )]i i a iE D v v− represents the 

expected distortion at the receiver for the ith packet; then  

,
[ ( ,..., )] (1 ) [ ( )]

i i a i i R i i
E D v v E D vρ− = − (3)

,
[ ( ,..., )]

i L i i a i
E D v vρ −+ ,

where E[DR,i(vi)] is the expected distortion if the ith 

packet is received correctly at the decoder, 

,
[ ( ,..., )]L i i a iE D v v−

 is the expected distortion if the ith packet 

is lost, and a is number of packets of the current packet 

depends on. It is clear that E[DR,i(vi)] depends on the 

source coding parameters for the ith packet, while 

,[ ( ,..., )]L i i a iE D v v−
 depends on the concealment strategy 

used at the decoder. Clearly,  

1

[ ] [ ( ,..., )]
N

i i a i

i

E D E D v v−
=

=∑ .                                      (4) 

The calculation of E[D] in Eq. (4) is dependent on a 

concealment strategy at the decoder. Out of a number of 

possible strategies, we consider the following one (an 

extension of ROPE in [3]), which allows for the recursive 

calculation of E[D] at the encoder. We assume that each 

row of macroblocks becomes a packet. To recover the lost 

shape (texture) macroblocks in a packet, the decoder uses 

the shape (texture) motion vector of the neighboring 

macroblocks above as the concealment motion vector. If 

the concealment motion vector is not available, e.g., the 

above macroblock is also lost, then the decoder uses a 

zero motion vector for concealment.  

We use the mean squared error (MSE) to measure the 

expected distortion. That is, the expected distortion for the 

ith packet is calculated by summing up the expected 

distortion of all pixels in the packet, 
1

[ ]
M

jj
E d

=∑ , where 

E[dj] is the expected distortion at the receiver for the jth 

pixel, and M is the total number of pixels in the packet. 

Let us denote by 
j

nf  the original value of pixel j in frame 

n, and 
j

nf
�  its decoder reconstruction. Clearly,  

,j j j

n n nf s t=  and ,j j j

n n nf s t=� ��                                     (5) 

where 
j

ns (
j

ns =0 for transparent or 1 for opaque alpha 

mask) and 
j

nt  are the corresponding shape and texture 

components of 
j

nf , and 
j

ns� and 
j

nt�  are the corresponding 

shape and texture components of 
j

nf
�  (here we assume the 

background pixel intensity values at object composition 

are unknown for the encoder, and thus are set to 0 by 

default). We can then write    

2[ ] [( ) ]j j

j n n
E d E f f= − �                                                 (6) 

2 2( ) 2 [ ] [( ) ].j j j j j j j j

n n n n n n n ns t s t E s t E s t= − +� �� �

In calculating E[dj] in Eq. (6), the first and second 

moments are needed. We show next how [ ]j j

n nE s t��  can be 

computed recursively in time. 2[( ) ]j j

n nE s t��  is computed in 

a similar manner, but omitted here, due  to lack of space.  

Since texture and shape information can be independently 

encoded in the intra and inter modes, we consider the 

following four cases, 

ˆˆ[ ]( , ) (1 )j j j j

n n i n nE s t I I s tρ= −��                                       (7)

1 1 1 1 1 1(1 ) [ ] [ ]s tk k j j

i i n n i i n nE s t E s tρ ρ ρ ρ− − − − − −+ − +� �� � ,

1
ˆ ˆ[ ]( , ) (1 ) ( [ ])tmj j j j

n n i n n nE s t I P s e E tρ −= − +� ��                         (8)

1 1 1 1 1 1(1 ) [ ] [ ],s tk k j j

i i n n i i n nE s t E s tρ ρ ρ ρ− − − − − −+ − +� �� �

1
ˆ[ ]( , ) (1 ) [ ]smj j j

n n i n nE s t P I E s tρ −= −�� �                                (9) 

1 1 1 1 1 1(1 ) [ ] [ ],s tk k j j

i i n n i i n nE s t E s tρ ρ ρ ρ− − − − − −+ − +� �� �

1 1 1
ˆ[ ]( , ) (1 )( [ ] [ ])s s tm m mj j j

n n i n n n nE s t P P E s e E s tρ − − −= − +� �� � �       (10) 

1 1 1 1 1 1(1 ) [ ] [ ]s tk k j j

i i n n i i n nE s t E s tρ ρ ρ ρ− − − − − −+ − +� �� � ,

where shape is intra coded in (7) and (8), and inter coded 

in (9) and (10); texture is intra coded in (7) and (9), and 

inter coded in (8) and (10); ˆ j

ns and ˆ j

nt  are the encoder 

reconstructed shape and texture of the jth pixel; pixel j in 

frame n is predicted by pixel m in frame n-1 if the motion 

vector is available, otherwise predicted by pixel k if the 

concealment motion vector is available; The subscript s

and t of ks, kt, ms, and mt in (7)-(10) are used to distinguish 

shape from texture, because the motion vector or 

concealment motion vector of shape could be different 

from that of texture. Computing [ ]j j

n nE s t��  in (7)-(10) 

depend on the computing of [ ]j

nE s�  and [ ]j

nE t� , which are 

calculated recursively as follows, 

1 1
ˆ[ ]( ) (1 ) (1 ) [ ]j j k

n i n i i nE s I s E sρ ρ ρ − −= − + −� �               (11) 

1 1[ ]j

i i nE sρ ρ− −+ � ,

1 1
ˆ[ ]( ) (1 ) (1 ) [ ]j j k

n i n i i nE t I t E tρ ρ ρ − −= − + −� �                (12) 

1 1[ ]j

i i nE tρ ρ− −+ � ,

1 1 1[ ]( ) (1 ) [ ] (1 ) [ ]j m k

n i n i i nE s P E s E sρ ρ ρ− − −= − + −� � �        (13) 

1 1[ ],j

i i nE sρ ρ− −+ �

1
ˆ[ ]( ) (1 )( [ ])j j m

n i n nE t P e E tρ −= − +� �                               (14)

1 1 1 1[ ] (1 ) [ ]j k

i i n i i nE t E tρ ρ ρ ρ− − − −+ + −� � ,
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where shape and texture are intra coded in (11) and (12), 

and inter coded in (13) and (14). 

It is not hard to understand that [ ]s tk k

n nE s t��  and [ ]s tm m

n nE s t��

in (7)-(10) can be computed recursively in a similar 

manner as [ ]j j

n nE s t�� . However, recursively computing 

these inter-pixel cross-correlation terms may require 

computing and storing all inter-pixel cross-correlation 

values for all frames in the video sequence. The amount of 

this computation and storage is infeasible even for 

moderate size frame.  A similar problem was reported in 

[9, 10] when using half-pixel motion estimation. 

Approximations on these cross-correlation terms were 

proposed to reduce the computational complexity. 

We use a model-based cross-correlation approximation 

method, as in [10], to estimate E[st] in terms of E[s], E[t],

E[s2], E[t2] and standard deviations 
sσ  and 

tσ . We utilize 

and compare the following three models: 

Model I:   s and t are uncorrelated. That is, 

E[st]=E[s]E[t].                                           (15) 

Model II:  t=b+cs, where b and c are unknown  

constants (c ≥ 0). So, 

E[st]=E[s]E[t]+
sσ tσ .                              (16) 

Model III: t=N+bs, where b is an unknown constant,  

and N is a zero-mean random variable  

independent of s. Then, 

2[ ]
[ ] [ ].

[ ]

E t
E st E s

E s
=                                      (17) 

The value of E[st] is bounded by 0 and 2 2[ ] [ ]E s E t .

3. OPTIMAL SOLUTION 

Utilizing the notation we have introduced in the previous 

section, the optimization problem becomes 

Minimize

1

[ ( ,..., )]
N

i i a i

i

E D v v−
=
∑ ,

such that 

1

( )
N

i i budget

i

R v R
=

≤∑ .                                    (18) 

We derive a solution to problem (18) using the Lagrange 

multiplier method to relax the constraint, so that the 

relaxed problem can be solved using a shortest path 

algorithm. We first define the Lagrangian cost function 

1

( ) [ ( ,..., ) ( )]
N

i i a i i i

i

J v D R D v v R vλ λ λ−
=

= + = +∑ ,      (19) 

where λ  is the Lagrange multiplier. It has been shown in 

[11] that if there is a *λ  such that 
*

* arg[min ( )]
v

v J vλ= ,

and which leads to R=Rbudget, then v* is also an optimal 

solution to (18). It is well known that when λ  sweeps 

from zero to infinity, the solution to (18) traces the 

convex hull of the operational rate distortion function, 

which is a non-increasing function. Hence, bisection or 

the fast convex search [12] can be used to find *λ .

Therefore, if we can find the optimal solution to the 

unconstrained problem       

1

min [ ( ,..., ) ( )]
N

i i a i i i

i

D v v R vλ−
=

+∑ ,                             (19) 

we can find the optimal *λ , and the convex hull 

approximation to the constrained problem (18). 

To implement the algorithm for solving the optimization 

problem (19), we create a cost function Ck(vk-a,…, vk),

which represents the minimum total rate and distortion up 

to and including packet mk given that vk-a,…,vk are 

decision vectors for packets mk-a,…, mk. Clearly,   

,...,
( ) min ( ,..., )

N a N

N N a N
v v

J v C v vλ
−

−= .                                  (20) 

The key observation for deriving an efficient algorithm is 

the fact that given a+1 decision vectors vk-a-1, …, vk-1 for 

packets mk-a-1,…,mk-1, and the cost function Ck-1(vk-a-1,…, 

vk-1), the selection of the next decision vector vk is

independent of the selection of the previous decision 

vectors v1, v2, …, vk-a-2. This is true since the cost function 

can be expressed recursively as 

1 1

1 1 1
,...,

( ,..., ) min [ ( ,..., )
k a k

k k a k k k a k
v v

C v v C v v
− − −

− − − − −= +

( ,... ) ( )]k k a k k kD v v R vλ− + .                      (21) 

The recursive representation of the cost function above 

makes the future step of the optimization process 

independent from its past step, which is the foundation of 

dynamic programming.  

The problem can be converted into a graph theory 

problem of finding the shortest path in a directed acyclic 

graph (DAG) [12]. The computational complexity of the 

algorithm is O(N × |V|a+1) (|V| is the cardinality of V),

which depends directly on the concealment strategy (value 

of a). It is much more efficient than the exponential 

computational complexity of an exhaustive search 

algorithm.

4. EXPERIMENTAL RESULTS 

Our simulations are based on MPEG-4 VM 18.0 [13]. 

However, the inter-mode CAE shape coding has not been 

considered in this work, because it violates the 

independently decodable video packet rule by using a 

special correction strategy, in which a template containing 

pixels from the previous VOP is used to decode the 

current VOP.  

We first test the end-to-end distortion estimation models 

on both “Bream” and “Children” video sequences, and on 

various rate constraints. As shown in Fig. 1, the estimates 

are compared to the actual decoder distortion averaged 

over 20 different channel realizations (with different 

packet loss patterns).  It is evident that both model I and 

mode II provide highly accurate estimate of the decoder 

distortion. 

III - 251

➡ ➡



We encoded the first 30 frames of the “Bream” sequence 

using the proposed network-adaptive approach and using 

the non network-adaptive encoding method proposed in 

[8]. We then transmitted those coded bitstreams over 

lossy channels with packet loss equals 10% and 20%. 

Figure 2 shows the R-D curves for such experiments. 

Clearly, the network-adaptive method has constant gains 

of around 2 dB for both channels. In addition, the 

expected distortion estimated using model I are 

considerable accurate compared to the averaged distortion 

over many realizations. Our experiments on “Children” 

sequences have shown the similar results. 
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Fig. 2 Compare proposed approach with method in [8] 

6. CONCLUSIONS 

In this paper, we presented a network-adaptive encoding 

approach for object-based video. The distortion of 

decoded video is estimated at the encoder given the 

packet loss of the transmission channel, and the error 

concealment strategy at the decoder. The proposed 

framework optimally chooses the coding parameters of 

shape and texture to ensure the minimum expected 

decoder distortion. Lagrangian relaxation and dynamic 

programming are employed to solve the optimization 

problem.  Experimental results demonstrated that the 

proposed estimation model is accurate, and that the 

proposed network-adaptive approach has significant gains 

over the method without adaptation.  
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