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ABSTRACT
A novel embedded wavelet coding algorithm for color im-

age and video compression is proposed. A color image is

first represented in YUV color space. The discrete wavelet

transform of each of the three color components is then

calculated separately. The luminance component is com-

pressed with context-modeled wavelet difference reduction

(CM-WDR). The chrominance components are compressed

using the contextual information obtained during the cod-

ing of the luminance component. Our experimental results

show that the proposed algorithm performs better than two

latest wavelet-based benchmark schemes, namely, CEZW

and JPEG-2000, in terms of color SNR and component PSNR.

1. INTRODUCTION

Most wavelet-based image coding schemes assume that the

input is a grayscale (or monochrome) image. However, color

images are almost always involved for real-world applica-

tions. A simple and direct extension of these schemes to

color image coding is to encode the components of a color

image as three independent grayscale images. This strategy

is adopted by the latest still image coding standard JPEG-

2000 [1]. In the JPEG-2000 coding standard, a color image,

such as RGB, is first decorrelated using YCbCr or RCT

transform before the wavelet transform. After the color

transform stage, the decorrelated components are treated in-

dependently as grayscale images.

However, there are two limitations with this simple strat-

egy. Firstly, statistical dependency present among the decor-

related components is not exploited. It has long been ob-

served that in color images the locations of significant spa-

tial changes in the chrominance components generally coin-

cide with significant spatial changes in the luminance com-

ponent [2]. Hence, the prediction of a chrominance sam-

ple can be made efficiently using the previously transmit-

ted chrominance and luminance samples, and the present

luminance sample. Secondly, explicit rate allocation among

the color components is needed, which complicates the rate

control process.

In order to utilize the statistical dependency among decor-

related components and retain the embeddedness and im-

plicit bit allocation of wavelet coders [3, 4], some researchers

have proposed algorithms for embedded color image and

video coding system. Extension of EZW [3] to color im-

age coding has been proposed as CEZW [5], where zerotree

structure is modified to accommodate chrominance compo-

nents. In CEZW, each node in the chrominance component

has two parent nodes, one in the same chrominance compo-

nent and the other in the luminance component. Hence, for

each zerotree root in luminance pyramid, all of its children,

including those in chrominance components, are examined.

In the extension of SPIHT [4] to color image coding [6], the

construction process of initial lists for the three components

are interleaved. However, this extension of SPIHT to color

coding does not address the exploitation of the statistical

dependency among the color components.

A novel wavelet coding algorithm, named color wavelet

difference reduction (CWDR), for encoding color image is

proposed in this paper. The CWDR first transforms a color

image into YUV space, and then applies discrete wavelet

transform (DWT) to the Y, U, and V components. The

encoding of Y component is done by the context-modeled

wavelet difference reduction (CM-WDR) [7]. The encoding

of U and V components is based on the contextual infor-

mation formed during the encoding of Y component. Our

experimental results showed that in terms of color SNR and

component PSNR, CWDR performs better than CEZW, which

also exploits statistical dependency, and JPEG-2000, which

is the state-of-the-art image coding standard.

The paper is organized as follows. Section 2 briefly in-

troduces the CM-WDR employed to encode the Y compo-

nent. Section 3 then describes the CWDR algorithm, which

is followed by experimental results in Section 4. Conclusive

remarks are given in Section 5.
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2. CONTEXT-MODELED WAVELET DIFFERENCE
REDUCTION

CM-WDR is a very simple and efficient embedded wavelet

image coding algorithm. In CM-WDR, the basic techniques

of progressive bit-plane coding and successive scalar quan-

tization are inherited from the EZW [3]. However, the ze-

rotree structure and explicit entropy coding, i.e., arithmetic

coding, are not used in CM-WDR.

In CM-WDR, each node within a bit-plane p, i.e., the

p-th bit of the binary representation of the magnitude of a

wavelet coefficient with the least-significant bit (LSB) la-

beled the 0-th bit, is classified as either being a significant

symbol or being a refinement symbol. The sequence of

significant symbols is encoded with an adaptive run-length

coder (RLC). The adaptivity of the RLC results from the

contextual information formed by encoding the bit-planes

that are higher than p. Specifically, the position of a signif-

icant symbol within the sequence is determined by its con-

textual information formed by the encoding of its parent and

neighbors in higher bit-planes. In other words, CM-WDR

tries to improve the lossless compression ratio of the signif-

icant symbol sequence, which is a binary sequence, by clus-

tering the nodes that are more likely to generate stop symbol

(bit “1”) and placing them in the front of the sequence.

3. COLOR WAVELET DIFFERENCE REDUCTION

The proposed CWDR is based on the same context mod-

eling method adopted in CM-WDR. However, the problem

of rate allocation persists before a method is found to as-

sign bit budget among the three components. Since peak

signal-to-noise ratio (PSNR) is a popular image fidelity cri-

terion, we also use it in this paper. The perceptual weight-

ing of different color components is beyond the scope of

this paper, uniform weighting is assumed in this paper. To

retain the feature of embeddedness, we progressively inter-

leave the bit-streams for the bit-planes of the three compo-

nents as shown in Fig. 1. The order of chrominance compo-

nents is determined by their most significant bit-planes. The

chrominance component with higher most significant bit-

plane is placed before the other. If the most significant bit-

planes of both chrominance components are equally high,

U is placed before V.
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L−(p): The p−th bit−plane of luminance component

CX−(p): The p−th bit−plane of the X−th chrominance component

Fig. 1. The composition of the output bit-stream.

Each bit-plane of the luminance component (Y) is en-

coded using CM-WDR. During the encoding of the p-th

bit-plane of Y, contextual information for a node is formed

by examining its parent node and neighboring nodes in the

higher bit-planes. However, for bit-planes of chrominance

components (U and V), the contextual information for a

node is formed by examining the corresponding node at the

same coordinates of the same bit-plane of Y. This simplifies

the context-modeling process and exploits the latest updated

information, i.e., p-th bit-plane of Y is used jointly with bit-

planes higher than p. This is also the reason that we prefer

interleaving the three components at the bit-plane level over

interleaving at the coefficient level [6]. If the interleaving

occurs at the coefficient level, the latest information about

p-th bit-plane of Y can not be used to form contextual infor-

mation for encoding p-th bit-plane of U and V.

The efficacy of the context-modeling method is demon-

strated in Fig. 2. The white pels in Fig. 2(a) and Fig. 2(c)

represent the significant coefficients of the U and the V

component at the second bit-plane (with threshold value of

4). White pels in Fig. 2(b) and Fig. 2(d) represent those of

the U and the V component whose significance fails to be

predicted by using the contextual information from Y. It is

clear that the simple context modeling approach for chromi-

nance components are very efficient.

The pseudo-code for CWDR is listed as follows:

begin
for i := Y to V do

Pi := dwt 2d(i);
Bi,max := floor(log

2
(max(|Pi|)) od;

Bmax := max({Bi,max});
if BU,max < BV,max

then encoding order := Y → V → U
else encoding order := Y → U → V fi;

T := pow(2, Bmax); b := Bmax;
while r < Rbudget do

for i := Y to V do
if b > Bi,max then continue fi;
if i �= Y

then update UV scanning order(Pi, b) fi;
sorting pass(Pi, T );
refinement pass(Pi, T );
if i = Y

then update scanning order(Pi, b) fi od;
T := T/2; b := b − 1 od;

end

Note that the sorting pass and refinement pass of CWDR

are the same as in CM-WDR. The major difference is in the

scanning order updating procedure for chrominance com-

ponents. When updating the scanning order for U (or V),

the nodes whose corresponding nodes in Y are significant

are scanned first. Since this simple approach is very effi-

cient, the parent-children relationship and neighborhood re-
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(a) (b)

(c) (d)

Fig. 2. Prediction efficacy of the context-model used on

Girls at a decomposition level of 6: (a) the significant coef-

ficients (white pels) at the 2nd bit-pane of U, (b) the signif-

icant coefficients in (a) that fail to be identified by context-

modeling, (c) the significant coefficients at the 2nd bit-pane

of V, (b) the significant coefficients in (c) that fail to be iden-

tified by context-modeling.

lationship are not used for U and V, and the complexity of

context-modeling is decreased.

4. EXPERIMENTAL RESULTS

In our experiments, three RGB color images of size 512 ×
512, Girls, Lena, and Peppers, have been used 1. The CEZW

and the JPEG-2000 are used as benchmark schemes. In-

stead of implementing CEZW, we directly downloaded the

decoded copies of Girls from the authors’ public FTP di-

rectory 2. For JPEG-2000, we have used the Kakadu im-

plementation of the standard [8]. To evaluate the fidelity of

the decoded images, both the color SNR that is based on

the 1964 CIE formula [9] and the PSNR for each compo-

nent are calculated. The color of pels is represented in CIE

modified UCS color space (U ∗, V ∗, W ∗). The color SNR

1http://links.uwaterloo.ca/colorset.base.html
2ftp://skynet.ecn.purdue.edu/pub/dist/delp/icip97-coding.

is calculated as follows:

SNR = 10 log
10

(∆s0)
2

(∆s)2
(1)

where (∆s)2 is the mean square distance between the origi-

nal image and the decoded image, (∆s0)
2 is the mean square

distance between the original image and its mean color:

(∆s)2 =
1

MN

M−1∑

i=0

N−1∑

j=0

(∆u∗

ij)
2 + (∆v∗ij)

2 + (∆w∗

ij)
2

(∆s0)
2 =

1

MN

M−1∑

i=0

N−1∑

j=0

(u∗

ij − u0)
2 + (v∗ij − v0)

2 +

(w∗

ij − w0)
2

u0 =
1

MN

M−1∑

i=0

N−1∑

j=0

u∗

ij

v0 =
1

MN

M−1∑

i=0

N−1∑

j=0

v∗ij

w0 =
1

MN

M−1∑

i=0

N−1∑

j=0

w∗

ij (2)

where M and N are the width and the height of the image,

respectively.

As shown in Table 1, the color SNR gap between CEZW

and CWDR is so amazing that CWDR at 0.5 bpp is better

than CEZW at 1.5 bpp. However, that gap between JPEG-

2000 and CWDR is much smaller. In the only case (at 1.0

bpp) that CWDR performs worse than JPEG-2000 in terms

of color SNR, we can see that the PSNR of Y component of

CWDR is 1.55 dB higher than that of JPEG-2000. This

result actually favors CWDR because it shows that with

CWDR, the mean square error (MSE) of Y lowers from 13

to 9, while the MSEs of U and V suffer a minor increase

from 1.5 to 2, and 2.7 to 3, respectively.

Since only the results for Girls are available for CEZW,

we compared JPEG-2000 and CWDR on other two images.

We can see that CWDR always performs better than JPEG-

2000 in terms of color SNR. The performance gap increases

with the increase of bit-rate. The authors’ opinion is that

when bit-rate becomes higher, more coefficients become sig-

nificant and the context model is more efficient for U and V.

Fig. 3 plots the decoded Peppers at 0.25 bpp, i.e., a com-

pression ratio of 96:1. The subjective quality of the two im-

ages are very similar.

5. CONCLUSION

A novel wavelet embedded coding algorithm has been pro-

posed for color images. It encodes the luminance compo-
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Table 1. Color SNR (dB) and component PSNR (dB) vs.

bit rate for CEZW, JPEG-2000, and CWDR on Girls.

Bit-rate (bpp) SNR Y-PSNR U-PSNR V-PSNR

CEZW 12.19 33.90 39.03 36.97

0.5 JPEG2K 15.37 34.00 43.90 41.70

CWDR 16.04 34.64 44.61 42.58

CEZW 15.17 37.38 41.88 39.64

1.0 JPEG2K 18.20 37.09 46.54 43.92

CWDR 17.46 38.64 44.61 43.15

CEZW 15.59 40.70 41.88 39.64

1.5 JPEG2K 19.89 38.89 48.08 45.45

CWDR 20.08 41.20 47.17 45.66

Table 2. Color SNR (dB) and component PSNR (dB) vs.

bit rate for JPEG-2000 and CWDR on Lena.

Bit-rate (bpp) SNR Y-PSNR U-PSNR V-PSNR

0.25 JPEG2K 11.43 32.83 33.43 31.13

CWDR 11.89 32.49 34.54 31.39

0.5 JPEG2K 13.14 34.81 35.12 32.86

CWDR 13.49 35.69 35.34 33.15

1.0 JPEG2K 14.64 37.54 36.39 33.87

CWDR 15.00 38.24 36.53 34.95

nent with the CM-WDR algorithm. For the two chromi-

nance components, a simple and efficient context-modeling

approach is employed to exploit the statistical dependency

among the color components. No explicit rate allocation

among color components is needed. Embeddedness and

precise rate control are retained. The proposed algorithm

performs better than CEZW and JPEG-2000 in terms of

color SNR and PSNR.
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