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ABSTRACT ter coefficients in an adaptive filter can not be represented
in the simpler fixed point form, as the coefficients in ef-

We present a novel scheme to implement the gradient adap- fect evolve from the data by a time update relation, and
tive lattice (GAL) algorithm using block floating point (BFP)

(b) the two principal operations in an adaptive filter, viz.,
arithmetic that permits processing of data over a wide dy-

filtering and weight updating, are mutually coupled, thus
namic range, at a cost significantly less than that of a

requiring an appropriate arrangement for joint prevention
floating point processor. Appropriate formats for the input

of overflow.
data, the prediction errors and the reflection coefficients

Recently, the BFP approach has been used to obtain an
are adopted, taking care so that for the latter, they remain

efficient realization of the NLMS based transversal adap-
invariant to the coefficient updating process. Care is also

tive filter [6]. In this paper, we consider a similar BFP
taken to prevent overflow during prediction error computa-

treatment for efficient realization of the gradient adaptive
tion and reflection coefficient updating by using an appro-

lattice filter [7]. However, as the lattice is an order re-
priate exponent assignment algorithm and an upper bound

cursive structure unlike its transversal counterpart, new ap-
on the step size mantissa. proaches are required to achieve this. This includes adop-
Keywords – Gradient adaptive lattice, Block floating point tion of appropriate formats for representing the input, the
arithmetic, Exponent assignment. prediction errors and the reflection coefficients, with the

latter chosen carefully so that it remains invariant to the
coefficient updating operation. Special arrangements are1. INTRODUCTION
also made to prevent overflow during both prediction er-
ror computation and reflection coefficient updating – theThe block floating point (BFP) data format is an useful
former achieved via an appropriate exponent assignmentcompromise between the floating point (FP) and the fixed
algorithm and the latter by using a scaled format for thepoint (FxP) schemes. In this format, the incoming data
step size, with mantissa restricted to remain below certainis partitioned into non-overlapping blocks and depending
upper bound. The proposed scheme employs mostly FxPupon the data sample with highest magnitude in each block,
type operations and can achieve considerable speed up overa common exponent is assigned for the block. This per-
a FP based realization.mits an overall FP like representation of the data with fixed

point (FxP) like computation within every block, thereby
enabling the user to handle data over a FP like wide dy- 2. THE PROPOSED IMPLEMENTATION
namic range with temporal and/or spatial complexities com-
parable to that of FxP based systems. In recent years, the For a

�
th order linear prediction lattice filter, the � th stage,

BFP format has been used successfully for efficient real- � � � � � 
 � � � � � � �
is characterized by the following order�

ization of several forms of digital filters ([1]-[2], [4]-[5]). update equations :
Some studies ([2] -[3]) have also been made to investigate
the associated numerical error behaviour. Such efforts have, � � � � � � � � � �  � � � $ � � � 
 � (1)( ( ) * ( ( ) *
however, remained confined to the case of fixed coefficient $ � � � � $ � � � 
 � �  � � � � � � � (2)( ( ) * ( ( ) *
digital filters only and were not extended to include adap-
tive filters that present more complex structures including where � � � � and $ � � � are the � th order forward prediction( (
error feedback. A BFP treatment to adaptive filters faces error (FPE) and backward prediction error (BPE) respec-
certain difficulties, not encountered in the fixed coefficient tively and  � � � is the time dependent reflection coefficient(
case, namely, (a) unlike a fixed coefficient filter, the fil- corresponding to the � th stage. The reflection coefficients
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are updated in time using a gradient-based approach and is defined as
there exist several forms of such update relationships [8]. ��
For our treatment, we consider the simple and also popular � � � � � 
 � � � (6)� � � � �
case of unnormalized lattice recursion, for which the time � � �
update relationship for � 
 � � is given by,�

and is updated order recursively as� 
 � � � � � � 
 � � � % 
 ( 
 � � + 
 � - � � � + 
 � � ( 
 � � �� � � � � 4 � � � 4 � � � � � � 
 � � 8� 9 � � � � � � � 9 �(3)
where % denotes the step size for the : th stage and should�

Next, from (1) and (2), it is seen that the computations atbe chosen sufficiently small to guarantee convergence of
the : -th stage of the lattice involve two exponents : � � 4 � � �the algorithm [7]. The order recursions (1) and (2) are
and � , the former coming from ( 
 � � and the� 4 � � � 4 � � 4 �initialized with the following zeroth order FPE and BPE
latter from + 
 � - � � . In order to have a common ex-� 4 �values : ( 
 � � � + 
 � � � C 
 � � .D D
ponent, we next rescale the delayed backward predictionThe proposed scheme is based on three simultaneous
error mantissas + 
 � - � � , : E F , to� 4 � G

BFP representations - one for the reflection coefficients� 
 � � � : E F , one for the given data C 
 � � and another� G 4 J K L M O PQ+ 
 � - � � � + 
 � - � � 8 U (7)� 4 � � 4 �
one for the FPE and the BPE, i.e., ( 
 � � and + 
 � � . These� �
are as follows : where the update factor V 
 � � - � � is� 4 � � � � 4 � � � � 4 � � � 4 �
(a) Format for the reflection coefficients: given by,

The proposed approach adopts a scaled representation Y Z � 4 �
for the reflection coefficients as given by [ � \ � 
 � � � : ^ U� �� � �V � (8)� 4 � � � [ � : � ��` b � cK� 
 � � � � 
 � � 8 U (4)� �

where \ � 
 � � � 
 � 
 � � - � 
 � - � � � and [ takes the� � � �
where � 
 � � and � 
 � � are respectively the time-varying� � value \ � � � - � at � � k l , i.e., at the starting index� � � 4 �
mantissa and exponent which are updated at each index of the k th block, k E F and m n o p otherwise. In practice,�� , with the latter chosen to ensure that q � 
 � � q r � � E� such rescaling is effected by passing each of the backwardsF � : E F . As shown later, � 
 � � , in our treatment, is aG � prediction error mantissas + 
 � - � � , : E F through a� 4 � G
non-decreasing function of � . Further, the initial values of rescaling unit that applies V number of right or left� 4 � � �� 
 � � and � 
 � � are taken as � 
 x � � x and � 
 x � � �� � � � shifts on + 
 � - � � , depending on whether V is� 4 � � 4 � � �
respectively. positive or negative respectively. The parameter V is� 4 � � �
(b) BFP representation of the input data: again updated order recursively as,

In this, the input data C 
 � � is partitioned into non-
overlapping blocks of l samples each ( l ^ ~

) with V � V � \ � 
 � � 8� � � � 4 � � � ��
the k th block ( k E F ) consisting of C 
 � � for � E F ��

For the above description of � and V , the FPE and� � � � � �� k l � k l � � � 8 8 8 � k l � l - � �
. Further, the data samples of

BPE mantissas can now be written aseach block are scaled jointly by a common factor so as to
have a uniform BFP representation. This means that, for 4 ` b � cK Q( 
 � � � ( 
 � � 8 U - � 
 � � + 
 � - � � � (9)� � � 4 �� � 4 �each � E F , C 
 � � is expressed as� 4 ` b � cKQ+ 
 � � � + 
 � - � � 8 U - � 
 � � ( 
 � � 8 (10)� � 4 � � � 4 �� �C 
 � � � C 
 � � 8 U (5)

Both the order update equations (9) and (10) above are4 � �
where C 
 � � ( � C 
 � � 8 U ) represents the mantissa of C 
 � � based on FxP operations and thus it is required to ensure
and � is the common block exponent for the k th block, that no overflow arises during these computations. For this,� Q
chosen so as to satisfy � ^ n C , where n C � � � p � � � � � we first consider + 
 � - � � as given in (7). Noting that� � � s � � 4 ��
and � � � � C � q C 
 � � q q � E F �

, i.e., n C is the exponent though in our treatment, \ � 
 � � ^ x � since � 
 � � � : E F� � � � G�
of the data sample with highest magnitude in the k th block. is a non-decreasing function of � as stated earlier, \ � can,��
For such choice of � , q C 
 � � q r � for all � E F . The however, be positive as well as negative and with negative� �
block exponent � is actually assigned as per an algorithm \ � , V in (8) can become negative at � � k l , thus� � � 4 � � �
described later. giving rise to left shift operation on + 
 � - � � in (7)� 4 �
(c) BFP format of the prediction errors: and to the possibility of overflow as a consequence. ToQ

The FPE ( 
 � � and BPE + 
 � � (for : E F ) are ex- ensure no overflow in + 
 � - � � , we need to maintain� � G � 4 �� K O P Q
pressed in the following format : ( 
 � � � ( 
 � � 8 U and� q + 
 � - � � q r � . We meet this condition by first propos-� � 4 �� K O P+ 
 � � � + 
 � � 8 U respectively, where the exponent � ing an exponent assignment algorithm as follows :� � � � �
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�� � � � �� 	 

meaning that � � 
 In a similar manner, it can�

Algorithm: For any � -th block (� � � ), be shown from (10) that � � � � � � � � 
 For the � � "# % �
if ' ) + ' ) ,- - � � � � th index, if � 1 � 4 " 4 6 � , i.e., � " � is the start-
choose : 1 ' )- - ing index of the � � " � � th block, then, from Proposition?
else (i.e., ' ) � ' ) )- - � � 1, � � � � � � � � F H � � . If, however, � � � 4 "M � � O ?
choose : 1 ' ) .- - � � 4 6 � , then, for H + � , from (7) and (8), � � � � � � 1M � �S T U 
� W � � � % � �Y ?Y Z 
� � � � � � 
 � � � . For H 1 � , � � � � � � 1M � � M � �
Note that when ' ) + ' ) , we can either have : `- - � � - � � � � � � � � 1 � ) � � � � � � . Hence proved.M � �' ) + ' ) (Case A) implying d : � f , or, ' ) +- - � � - -

: + ' ) (Case B) meaning d : + f . However,- � � - � � -
From Proposition 2, it is thus clear that there will be nofor ' ) � ' ) (Case C), we always have d : � f . It is,- - � � - ?

overflow in � � � � as computed via (7) and in m � � � andn � W p q M � � Mhowever, easy to see that for all � � � , � m � � � 
 � � 1- � � t� W p � W p � � � � as given by (9) and (10) respectively. For the aboveq q M� � � � � 
 � � 1 � ) � � � 
 � � � � , irrespective of whethert
descriptions of m � � � , � � � � , m � � � and � � � 6 � � ,M M M � � M � �d : is positive or negative, as rescaling m � � � and � � � �- tt
the reflection coefficient update equation (3) can now be� W p q

by � amounts to changing their exponent from : - � � � � � �T
written as z � � " � � 1 ~ � � � 
 � whereM Mto : and from above, : + ' ) 
- - - � �

Proposition 1: Given � 1 � 4 F � � � and block length ?~ � � � 1 z � � � " � � m � � � � � � 6 � � " m � � � � � � � �� W p M M M � � Mq M � � M M � �4 + filter order
�

, � � 
 � � � 6 � � � � � F � 1 � F � F 
 
 
 � 6M � �
(11)� W p qH " � and � � 
 m � � 6 � � � � � F � 1 � F � F 
 
 
 � 6 H " � ,M � � � � T U 
 � �

where � 1 � 
 � . In other words, the proposedMM � �for all H � � .O
approach adopts a scaled representation for � with �M M � �Proof: For H 1 � , the inequalities are satisfied trivially
and 6 � � denoting respectively the values of the timeM � � � �

from above. Suppose the inequalities are satisfied for H up
dependent mantissa and exponent at the � th index.to some � F � � � � � 6 � 
 Then, for H 1 � " � and for �

To satisfy � z � � " � � � � for H � � , we first limitM O�� 1 � 4 F � 1 � F � F 
 
 
 F � 6 � , we can write from (10) and
each ~ � � � so as to satisfy � ~ � � � � � � , H � � . Then, ifM M O

(7), �
each ~ � � � happens to be lying within � , we make theM �� W p � W p �  q q ¡ U 
 � � U � assignments: z � � " � � 1 ~ � � � F £ � � " � � 1 £ � � � .� � 
 � � � 6 � � � 1 � 
 � � � � � 6 � 6 � � 
 � M M M M¦ ¦ � �
Otherwise, we scale down ~ � � � by 2, in which case,M� � � � � # �¡
 � 6 z � � 6 � � m � � 6 � � � � 
¦ ¦ � � �z � � " � � 1 ~ � � � F £ � � " � � 1 £ � � � " � . SinceM M M M� �
each � z � � � � � for H � � , from (11), it is sufficient toM O

For the stated choice of � and � , © 1 f and thus �� � #S �¦ � � ?
have � � � m � � � � � � � � 6 � � � " � m � � � � � � � � � � � �® 1 d £ � � 6 � � + f 
 Using this, applying M � � MM � � M M � �¦ � � � � � # ° �° ± �
in order to satisfy the relation � ~ � � � � � � , H � � . Sincethe triangle inequality to the RHS of the above equation M O?m � � � , � � � � , m � � � and � � � 6 � � have magnitudesand making use of the assumption on � � � 6 � 6 � � and M M � �¦ � � M M � �
less than one, this then results in the following global upperm � � 6 � � , we have,¦ � � �
bound: � � F H � � .OM � � ³� W p � � � � � # �q ¡

Next, we evaluate � time-recursively as� � 
 � � � 6 � � � � � " � z � � 6 � � � � � F¦ ¦ M � �
�   T U 
 � �

since the minimum value of £ � � 6 � � is one and � z � � 6 � 1 � 
 � F (12)¦ ¦ M � � M � � � ��� � � � 
 In a similar way, it can be shown that for � 1 � 4� � W p which follows from noting thatq
and � 1 � F � F 
 
 
 F � 6 � F � � 
 m � � 6 � � � � � 
 Hence¦
proved. � � � � � �T U 
 � � T U 
 � � U 
� 
 � 1 � 1 � 
 �MM � � M � � � �Proposition 2: For H � � , � m � � � � � � F � � � � � � � � andO MM?� � � � 6 � � � � � .M � � and also that � 1 � " ® . Finally, to ensureM � � M � � � � M � �
Proof: It is enough to prove the above for a block, i.e., no overflow in � due to left shift of � and alsoM � � M � � � �n
for � � � F � � � . We prove this by induction. Assume- to prevent stalling of the weight updating process that may?
the following be given : (i) � � � � 6 � � � � � F H � � forM � � O

occur when � becomes zero due to right shift of �M � � M � � � �n
some � � � . Note from Proposition 1 that this is already- under finite precision, an appropriately long register may?
satisfied for � 1 � 4 F since at � 1 � 4 F � � � � 6 � � � �M � � be used to represent � and the initial value of � mayM � � M � �� W p q� � 
 � � � 6 � � � � � ; (ii) � m � � � � � � for H up toM � � M be assigned by placing a binary 1 in the central bit location
some � F f � � � � 6 � 
 For � 1 f , � m � � � � 1 � ) � � � � � � with other bits assigned binary 0.t
is always satisfied. For H 1 � " � F we have, from (9), It is also easily seen from above that £ � � � is a non-M� � � � �� 	 
 ?� m � � � � � � m � � � � 
 � " � z � � � � � � � � 6 � � � � � , decreasing function of � and it saturates at a steady state# % � ## % � # �
since, as stated earlier, � z � � � � � and £ � � � + � , value º , given by the peak value » of the � z � � � � -vs- �# % � # % � M M M�
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