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ABSTRACT
This paper describes a technique based on spectral subtraction

(SS) for enhancing audio signals which have nonstationary proper-
ties. In the technique, audio signals are modeled as a sum of sinu-
soidal components, which is called tones, of various frequencies
and durations. We show that the analysis window length for SS
should be adjusted in accordance with the tone duration to obtain
higher performance on SS. Then we propose a multi-stage SS ap-
proach into which an appropriate window length selection mecha-
nism is incorporated. We also propose a technique for suppressing
an artifact called pre-echo which appears in the noise reduction
process. It is shown from the result of a subjective evaluation test
that the proposed technique gives superior performance to the con-
ventional SS for enhancement of audio signals including speech,
piano, drums, and orchestra.

1. INTRODUCTION

Recently, spectral subtraction (SS) technique and its derivatives
have been widely used in the areas of speech enhancement and
audio restoration. In fact, the SS technique works very well in
most cases of music recording or speech recognition systems for
the purpose of reducing additive noise from audio signals. More-
over the SS algorithm is simple and therefore suitable for real time
implementation with fewer computational costs.

The basic idea of the SS technique is to estimate the spectrum
of the original signal by subtracting the noise spectrum from that of
noisy signal under the assumption that both the original signal and
noise are stationary or considered to be stationary on a short-time
basis. This procedure can be viewed as the filtering with a noise re-
duction function that maps noisy spectra into clean spectra [1][2].
For the purpose of improving the objective and subjective quality
of the enhanced signals, there have been proposed a number of
noise reduction functions, such as ML estimation [3], MMSE esti-
mation [4], and MMSE estimation of log magnitude spectrum [5].
It has been also shown that some improvements can be obtained
by applying noise reduction in the transformed domain using the
discrete cosine transform (DCT) or the Karhunen-Loeve transform
(KLT) instead of using the DFT [6][7].

One of the limitations of the original SS approach is that the
target signal should be stationary. However, in audio signals, there
exists a wide variety of signals which do not have stationary prop-
erties even on a short-time basis. For example, the signals such as
piano sounds at the attack, impulsive sounds of drums, and plo-
sives or beginning parts of utterances of speech sounds are obvi-
ously nonstationary. This would cause severe degradation on the
quality of the restored signals after hiss reduction process in the
audio recordings.

In this paper, to overcome this problem, we present a new tech-
nique for the additive noise reduction based on the SS approach in
which the nonstationary signal is taken into account. We model
the nonstationary signals as a sum of the sinusoidal components,
which we will call the “tone signals” or simply “tones,” of var-
ious frequencies and durations. This modeling is reasonable for
most of the audio signals, especially music signals, because they
are usually composed of a number of line spectral components.
We examine the relationship between the noise reduction perfor-
mance in the frequency domain and analysis window length for
the case of the single tone signal having relatively short duration.
As a result, we show that it is important to adjust the analysis win-
dow length in accordance with the tone duration for improving the
noise reduction performance. Then we propose a multi-stage SS
technique into which window length selection is incorporated for
the mixture of tones with various durations. We also propose a
technique for suppressing an artifact appearing in the noise reduc-
tion process called “pre-echo,” which is similar to a well-known
phenomenon in the transformed coding of the audio signals.

2. SINGLE-STAGE SPECTRAL SUBTRACTION

Consider an audio signal s(t) which has been degraded by uncor-
related additive noise d(t). The problem is restoring the original
audio signal from the degraded signal y(t). If the restoration pro-
cess is done on a frame-by-frame basis in the discrete-time do-
main, the observed noisy data can be expressed by

yi(n) = si(n) + di(n) (1)

where the subscript i denotes the frame number of the windowed
signal. Taking the discrete Fourier transform (DFT) of (1) gives

Yi(k) = Si(k) + Di(k) (2)

where k is the frequency bin number and Yi(k), Si(k), and Di(k)
denote the DFTs of yi(k), si(k), and di(k), respectively.

The spectral subtraction (SS) estimate [1] of the audio signal
is given by

Ŝi(k)=

j
[|Yi(k)| − µ(k)] · ej � Yi(k), |Yi(k)| > µ(k)
0, otherwise

(3)

where � Yi(k) is the phase of the noisy signal spectrum and µ(k)
is an estimate of |Di(k)| taken from sections where the audio sig-
nal does not exist. In [1], it is suggested to replace |Yi(k)| with
its average during several frames for the purpose of reducing the
estimation error.
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(a) (b)

Fig. 1. Example of DFT spectrum for a tone corrupted by additive
noise. (a) 128-point DFT. (b) 1024-point DFT.

(a) (b)

Fig. 2. Example of pre-echo caused by SS with using a long win-
dow. (a) Input signal. (b) After SS with 8192-point window.

The subtraction estimator of (3) can be expressed in a gener-
alized form as

Ŝi(k)=

j
[|Yi(k)|α − βµα(k)]

1
α · ej � Yi(k), |Yi(k)| > µ(k)

0, otherwise
(4)

where α and β are the control parameters of the SS technique. For
the special case of α = 2, it is known to be the power subtraction
method.

3. TONE EXTRACTION FROM DEGRADED AUDIO
SIGNALS

3.1. Extraction of sinusoidal components from noise

Since audio signals, especially music signals, are usually com-
posed of a number of sinusoidal components which correspond to
fundamental frequency component and partial tones, enhancement
of audio signals can be viewed as the extraction of the sinusoidal
components from background noise. Here we will refer to each
sinusoidal component as the tone signal or simply tone.

In the frequency domain, the spectrum of a tone signal is given
by a line-like shape. This means that its energy concentrates into
a relatively few frequency bins. In contrast the spectrum of a
white noise spreads over all frequency bins. Therefore, the spec-
tral peak which corresponds to the tone signal tends to be much
higher than the average value of the noise spectrum. This is il-
lustrated by Fig. 1, where DFT spectrum for the tone signal of
frequency ω = 2π/8 corrupted by a zero-mean white noise. It
is seen from the figure that the ratio of the peak amplitude of the
tone spectrum to the noise spectrum increases as increasing the
analysis window length. It is shown that this ratio is directly pro-
portional to the square root of the analysis window length [8]. In
other words, with using a twice-longer analysis window, we can
obtain the same noise reduction performance as the case when the

Fig. 3. DFT amplitude for stationary tone, short tone, and white
noise.

SNR of the input signal is 3dB higher. Another advantage of using
a longer analysis window is that the frequency resolution increases
with the window length. It is easy to find two tones whose pitches
are close, respectively, not as beaten single tone.

Although the long analysis window gives higher noise reduc-
tion performance for stationary tone signals, some disadvantages
come up when the signal has nonstationary properties. For exam-
ple, if the signals such as piano sounds at the attack and the be-
ginning parts of the speech utterances are processed based on the
SS technique with a long window, an artifact might appear before
the tones contained in the original signal begin. This is illustrated
by Fig. 2, where a noisy speech signal sampled at 44.1kHz is en-
hanced by the SS technique with a window length of 8192 samples.
Since this artifact is similar to the pre-echo which is well-known
in the adaptive transform coding (ATC) of the audio signals, we
will also refer to it as the pre-echo.

3.2. Optimum window length for short tone extraction

We model the audio signals which has nonstationary properties as
a sum of tone signals of various frequencies and durations. For
such signals, most of the tone signals might be shorter than the
analysis window length. Hence we examine here the relationship
between the amplitude of tone’s DFT spectrum and the window
length when the tone duration is shorter than the analysis window
length.

Fig. 3 shows a curve of the DFT amplitude at frequency ω =
2π/8 for a short tone given by s(n) = sin(2πn/8)(u(n)−u(n−
32)), where u(n) is the unit step, with changing the DFT size, i.e.,
rectangular window length. In the figure, the values are normalized
in such a way that the value for DFT size of 8 is 0dB. The curves
for a stationary tone, i.e., its duration is longer than the DFT size,
of the same frequency and the expected value of the amplitude of
the white noise spectrum are also shown.

It can be observed that the amplitude corresponding to the
tone increases with the window length when the window length
is shorter than the tone duration. However the amplitude does not
change when the window length exceeds the tone duration. Since
the amplitude of the noise spectrum increases with the window
length, the ratio of the amplitude of the tone spectrum to the noise
spectrum takes its maximum value when the window length is the
same as the tone duration. Thus an optimum window length equals
to the duration of the short tone. In addition, if the window length
is twice longer or half shorter than the tone duration, it is equiva-
lent to the case that the SNR of the input signal is 3dB lower.
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Fig. 4. Schematic block diagram of two-stage spectral subtraction.

4. MULTI-STAGE SPECTRAL SUBTRACTION

4.1. SS with using multiple windows

As mentioned in the previous section 3, to improve the enhance-
ment performance, it is desirable to choose the window length as
long as possible for long tones and as the same as duration for short
tones. However, the audio signal having nonstationary properties
consists of tones of various durations, and therefore the SS with a
fixed window length would not work well for such signals.

To resolve this problem, we adopt an approach of using multi-
ple analysis windows in the SS technique and will refer to it as the
multi-stage SS (MSSS). Fig. 4 shows a schematic block diagram
of two-stage SS. At the first stage, the SS with using a relatively
long analysis window is performed. Since only stationary tones,
i.e., relatively long tones, can be extracted from noise when us-
ing the long window, the enhanced signal ŝlong mainly consists
of long tones, whereas the residual signal y − ŝlong contains the
noise and short tones. Then at the second stage, the SS with a
shorter analysis window is applied to the residual signal of the first
stage. The enhanced signal ŝshort obtained at this stage consists
of shorter tones which are not extracted at the first stage. Another
stage with a much shorter analysis window can be cascaded if re-
quired. Finally the enhanced signals from all stages are added and
the resultant signal becomes the output of the multi-stage SS.

4.2. Extraction of long tones

Since the first stage of the MSSS uses a long analysis window,
the resultant enhanced signal may suffer from the pre-echo. To
suppress the pre-echo and to separate long tones from shorter tones
and noise, we use the following spectral subtraction estimate at
frame i:

|Ŝlong
i (k)|=min

“
|Ŝi−L+1(k)|, . . . , |Ŝi(k)|, . . . , |Ŝi+L−1(k)|

”
(5)

where |Ŝi(k)| is the SS estimate given by (4) at frame i, and L is an
integer which equals to the quotient of the window length divided
by the frame shift. This procedure is similar to that described in
[1].

Fig. 5 shows an example of the enhanced process of the two-
stage SS. The input signal is a piano sound degraded by additive
white noise shown in Fig. 5(a). Fig. 5(c) and (d) are the enhanced
signal ŝlong and the residual y − ŝlong , respectively, obtained us-
ing (4) with α = 3 and β = 1.25. Other experimental conditions
are as follows: 44.1 kHz sampling, 16-bit quantization, 8192-point
Hanning window, and L = 8. This results correspond to those of
the conventional single-stage SS with using a long window. Sim-
ilarly Fig. 5(e) and (f) are the results of using (5). It can be seen

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 5. Example of enhanced and residual signals from two-stage
SS for a piano sound. (a) Input signal. (b) Output signal. (c)
Output from single-stage SS. (d) Residual signal for (c). (e) ŝlong

using (5). (f) Residual y − ŝlong for (e). (g) ŝlong using (6). (h)
Residual y − ŝlong for (g).

that the pre-echo is suppressed by using (5). However it can also
be seen that some long tones exist in the residual signal as shown
in Fig. 5(f). This is due to the fact that the signal is underestimated
when using (5).

To reduce this effect, we use an alternative estimate given by

|Ŝlong
i (k)|=min

 
|Ŝi−L+1(k)|

A−L+1
, . . . ,

|Ŝi(k)|
A0

, . . . ,
|Ŝi+L−1(k)|

AL−1

!

(6)
where {Al}, −L ≤ l ≤ L are the weights that control the SS
estimate. Fig. 5(g) and (h) show the results of using (6). In this
example, we set the weights as {0.02, 0.1, 0.22, 0.35, 0.49, 0.6,
0.68, 1.0, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1}. From the figure, it is
found that the long tones in the residual are decreased. Finally we
have the output shown in Fig. 5(b)

It should be noted that if the analysis window length is short
enough to prevent the pre-echo, the modification of the SS estimate
of (6) is not required.
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Fig. 6. A four-stage spectral subtraction system.

5. EXPERIMENTS

5.1. Experimental conditions

We implemented a four-stage SS system for enhancement of audio
signals as shown in Fig. 6. We set window length as 8192, 1024,
128, and 16 for the first, second, third, and fourth stages, respec-
tively. We used Hanning window as the analysis/synthesis win-
dow. Frame shift was one eighth of the window length. From the
result of preliminary experiments, we set α = 3 for all stages and
β = 1.37 except for the fourth stage where β = 1.94 was used.
The modified estimate of (6) was used except the last stage, and
the control weights {Al} were set as the same values as described
in 4.2. The audio signal was sampled at 44.1 kHz and quantized
linearly with 16-bit precision. Then a white Gaussian noise with
the variance of 2402 was added to the original signal.

5.2. Results

To evaluate the performance of the MSSS, we conducted subjec-
tive and objective evaluation tests. We used speech, piano, drums,
and orchestral sounds as the original signals. For comparison,
single-stage SS with the fixed window length is also applied to
the degraded signals.

Table 1 shows the subjective performance measured by the
SNR. It is found that longer analysis window gives higher SNR
value for music signals when the single-stage SS is applied. The
MSSS gives comparable or slightly lower values than the single-
stage SS with a window length of 8192 samples.

Table 2 shows the result of a degradation category rating (DCR)
test. In Table 2, the value of each entry represents the degradation
mean opinion score (DMOS). In the DCR test, ten listeners were
presented with the original signal as a reference before they lis-
ten the enhanced signal. The task for the listener is to rate the
degradation perceived when comparing the enhanced signal to the
reference. A 5-point scale was used, that is, 5: degradation not
perceived, 4: perceived but not annoying, 3: slightly annoying, 2:
degradation annoying, and 1: very annoying. It can be shown from
the table that the MSSS provides the highest DMOS scores for all
input signals. This is due to the fact that much difference between
MSSS and 8192-sample SS are not perceived about the residual
noise level, whereas degradation caused by pre-echo is obviously
perceived for the 8192-sample SS.

Table 1. Objective performance measured by SNR in dB.

MSSS Single SS Single SS Single SS Input
4-stage 8192 1024 128

Speech 22.3 23.6 24.0 11.3 21.0
Piano 25.1 24.5 24.4 11.0 19.4
Drums 18.0 19.9 16.8 5.6 12.5

Orchestral 21.7 23.2 21.4 10.6 16.4
Average 21.8 22.8 21.7 9.6 17.4

Table 2. Subjective performance measured by DMOS.

MSSS Single SS Single SS Single SS
4-stage 8192 1024 128

Speech 3.6 3.3 2.9 1.7
Piano 3.8 3.5 2.4 1.5
Drums 4.0 4.0 2.9 1.3

Orchestral 3.4 3.1 1.8 1.6
Average 3.7 3.5 2.5 1.5

6. CONCLUSION

In this paper, we described a new technique based on SS for en-
hancing audio signals which has nonstationary properties. We
have shown that it is important to adjust the analysis window length
in accordance with the tone duration for improving the noise re-
duction performance. Then we proposed a MSSS technique into
which window length selection is incorporated for the mixture of
tones with various durations. We also proposed a technique for
suppressing the pre-echo. We have shown that the proposed tech-
nique gives superior performance to the conventional SS. Our fu-
ture work is evaluating the MSSS performance using various types
of audio signals.
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