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Abstract

In this paper, we propose a new type of time-frequency

distribution named double-sided exponentially forgetting 

transform (DSEFT) . And the algorithm of instantaneous 

frequency estimation using DSEFT is presented. It is

shown that the DSEFT offers good time-frequency

resolution and that stable reconstruction of signal from

samples of the DSEFT is possible. Compared with other 

forms of time -frequency representation, DSEFT is highly

computational efficient, since iterative computation can

be used. Analysis shows that DSEFT is superior to

exponential forgetting transform as an instantaneous

frequency estimator. The bias and the mean square

deviation of the estimator are discussed and its validness

is verified by the simulations.

1. Introduction

Although there are many ways to estimate the

instantaneous frequency( IF) of a non-stationary signal,

generally they can be divided into three approaches. The

first assumes the signal to be locally stationary within a 

sliding window and the standard frequency estimator is

used. The second approach is based on the assumption of 

linear variation of the signal IF, the Kay-Tretter IF

estimator [1] belongs to this type. And the third approach

makes no particular assumption and the frequency

estimators are derived from the general time-frequency

representation [2,3,4,5].
Since the computation of time-frequency distribution 

is a time consuming task, it is natural that the idea to

perform the calculation iteratively. Nowadays most of the 

recursive algorithm of time-frequency distribution are

based on all pole moving window which progressively

incorporation the new samples and produce the “fading

memory” effect. Being a special case of this type,

exponentially forgetting transform (EFT) [6,7] has been

studied. Although computationally efficient, EFT is not 

practically useful for IF estimation, since unpredictable

excursion of IF representation will result, and the smaller 

the forgetting factor the greater the excursion will be, a

fact that can be seen in the simulations.

The concept of a new type of time-frequency

representation called double-sided exponentially

forgetting transform (DSETF) is presented in this paper.

The symmetrical exponential window will introduce no 

excursion in IF representation. And computational

efficiency is achieved by the use of recursive computation.

In the later section the algorithm of IF estimation using 

DSEFT is explored. Finally its performance is discussed.

2 Double-Sided Exponentially Forgetting Transform

2.1 Definition

With the double-sided exponential window:

( ) nh n e λ−= , where the λ  is the forgetting factor, the

discrete time DSEFT becomes

, ( ) m n j m
n

m

Y x m e eλ ω
ω

∞
− − −

=−∞
= ∑           (1)

which is essentially the Fourier transform of the

exponentially weighted (forgotten) signal history. Due to 

this ‘forgetting’ property, we shall, for convenience, use 

the name double-sided exponentially forgetting transform. 

And the for DSEFT,
,nY ω

can be divided into two parts:
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, , ,n n nY Y Yω ω ω= +
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where

1 ( )
, ( )

n
m n j m

n
m

Y x m e eλ ω
ω

− −

=−∞
= ∑            (2)

2 ( )
,

1

( ) n m j m
n

m n

Y x m e eλ ω
ω

∞
− −

= +
= ∑          (3)

The use of double-sided exponential window makes

it possible the recursive computation:
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2.2 Signal Reconstruction

The signal can be recovered from its DSEFT.
Suppose that DSEFT is known at 

0ω , the signal ( )x t

can be uniquely determined,

}

0 1 2
0 0
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( ) ( , ; ) ( , ; )
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(5)

3. Performance of IF Estimate Using DSEFT

Consider the problem of IF estimation from the discrete 

time observations,

( ) ( ) ( )x n s n nε= +

With ( )( ) j ns n Ae φ= , where A is the magnitude and

( )nφ the phase. ( )nε is the complex-valued white noise

with i.i.d real and imaginary parts, [ ]( ) 0E nε = ,

[ ] 2var ( )nε σ= . The modulus of DSEFT is:
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Using the Taylor series of
1( , ; )Y n ω λ  around time

instant n, When
1( ) 0k n− → ,

2( ) 0k n− → , and the terms

whose order is greater than three be neglected,
1 ( , ; )Y n ω λ

can be approximated as:

1 10 11 12( , ; ) ( , ; ) ( , ; ) ( , ; )Y n Y n Y n Y nω λ ω λ ω λ ω λ= + +

where:
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Generally we would expect the time-frequency

representation of a signal peaks about the IF. So the IF 

estimation of DSEFT is determined by the zero value of 
the derivative of ( , ; )Y n ω λ . The linearization of the

derivative of ( , ; )Y n ω λ  can be written as:
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Note that ( )10 , 0
i

Y n ω ωω ω =∂ ∂ =  because of the

symmetry of the double-sided exponential window. We

get an expression for the bias of DSEFT as an IF

estimator,
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where the derivative is calculated at the point ' ( )i nω φ= ,

and ω∆ is defined as: 
i iω ω ω

∧
∆ = − .

The element of (9) is calculated, we get:

11( , )
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It can be verified that the expectation of

2 ( , )i iY n ω ω∂ ∂ is equal to zero. So the expected value of the 

IF estimation bias is

[ ]
(3)

2

2 ( )n
E

φω
λ

∆ = −              (14)

The bias of the estimate depends both on the

forgetting factor and the second derivative of the phase.

The MSE of the estimator is given by:
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     (15)

Substituting equation (13) into (15), we can get the 

MSE of DSEFT:
3 2

2

2
( )

128
vE

A

λ σω⎡ ⎤∆ =⎣ ⎦ ⋅
(16)

Let SNR be defined as: 2 2
vSNR A σ= . The

relationship of the MSE with SNR and forgetting factor 

can be written as below:
3

2
( )

128
E

SNR
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             (17)

Equation (17)  shows that the MSE of DSEFT IF estimator

is an increasing function, while the bias is a decreasing 

function of forgetting factor. The MSE is determined by 

the forgetting factor and the SNR level. 

As a comparison, the performances of EFT as an IF

estimator are presented. The bias is given as,

[ ] (2) ( )
EFT

E nω φ λ∆ = (18)

while the MSE is 
3

2
( )

16EFT
E

SNR

λω⎡ ⎤∆ =⎣ ⎦ ⋅
(19)

4. Simulations

In order to evaluate the proposed algorithm, two

kinds of signals are used in the simulations. The first is 

the signal whose second derivative of the phase increase 

linearly:
32 0.1j te π ⋅ . And the second with its third phase

derivative ramps:
42 0.01j te π ⋅ ⋅ . Fig.1 shows that the bias of 

the IF estimation using EFT increase linearly, whereas the 

bias of DSEFT is zero. Fig.2 illustrated the IF estimation 

error for the second kind of signal, the bias of DSEFT IF 

estimator increase linearly but slowly, which is much

smaller than that of EFT. In both case, DSEFT has much 

less the bias of IF estimation than EFT. So DSEFT is a 

more effective IF estimator.

Fig.1. Bias of IF estimation for the signal:
32 0.1j te π ⋅

“__”for EFT, “_.” For DSEFT.

Fig.2 Bias of IF estimation for signal:
42 0.01j te π ⋅ ⋅

“__”for EFT, “_.” For DSEFT.
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Fig.3. Relationship of MSE with forgetting factor.

“__”for EFT, “_.” for DSEFT, “o” for analytical results.

Fig.4 Comparison of IF estimation

“__”for IF law,“_.” for EFT and “_ _” for DSEFT

Fig.3 shows the variation of the MSE with

forgetting factor, there are three curves representing the 

logarithms of MSE of the EFT estimator, the DSEFT and 

the analytical conclusion. According to the analysis, the

MSE of the DSEFT at given SNR level is only 1 8 as 

great as that of the EFT, a fact which is demonstrated by 

Fig.3.

In Fig.4, simulation is run to compare the

performance of the IF estimators, on a sinusoidal FM 

signal. From the top down is the IF law of the signal, the 

IF estimates using DSEFT and EFT. Since the second

derivative of phase of the signal can not be neglected, the 

excursion of IF representation is resulted in EFT, while

DSEFT is a good descriptor of IF of non-stationary

signals.

5. Conclusions

The algorithm of IF estimation based on DSEFT is 

proposed. Compared with EFT, this estimator has much

less bias and MSE, with the elimination of IF

representation excursion. And the analytical expressions 

for the performance of the DSEFT peak selection in IF 

estimation has been presented. The validness of the

proposed algorithm is demonstrated by the simulations,

which shows that DSEFT is an estimator superior to the 

traditional EFT. The conclusion enables us to properly

choose the parameter, such as forgetting factor, of the 

estimator in IF estimation.
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