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ABSTRACT

Because of the tonal nature of Chinese languages, correct recog-
nition of lexical tones is necessary for Chinese speech recogni-
tion. In order to corporate tone information into Chinese speech
recognition, three issues need to be addressed: i) the representa-
tion of the syllable pitch contour as well as the tone contour, ii)
the lexical tone probability estimation and iii) the integration of
tone probabilities into the Viterbi recognition process. In this pa-
per we propose a robust polynomial segmental representation of
the pitch contour coupled with a decision tree based tone classi-
fier. We also propose a novel approach of integrating the decision
tree tone classifier directly into a single pass recognition process.
The proposed approaches were evaluated on tasks of tone classifi-
cation and tonal-syllable recognition. In regard to tone classifica-
tion, the robust decision tree gave a tone classification accuracy of
��% for isolated syllables and ����% for the continuous speech.
Moreover, by incorporating the decision tree tone classifier into
the Viterbi search, the tonal-syllable recognition error rate in con-
tinuous speech was reduced by �����%.

1. INTRODUCTION
It is well-known that Chinese lexical tones depend on the sylla-
ble pitch contour. From the linguistic point of view, the shape of a
pitch contour determines the tone. For example, the second tone in
Mandarin has a rising contour while the fourth tone has a falling
contour. Three issues need to be addressed when using tone in-
formation for Chinese speech recognition: i) the representation of
the syllabic pitch contour, ii) the lexical tone probability estima-
tion and iii) the integration of tone probabilities into the Viterbi
recognition process.

Two different approaches are commonly used to extract the
syllabic pitch contour information, the frame-based and segment-
based approaches. For the frame-based approach [1], the short
time �� (Fundamental Frequency) value is calculated for each
frame together with its first and second order derivatives. Then,
these short-time features is used to build a classifier. For the segment-
based method [2], a single pitch contour on the syllabic final or the
whole syllabic segment is extracted for each unit. As pitch contour
is a supra-segmental feature dependent on the whole segment, the
advantage of the segment-based approach is that the shape of the
pitch contour can be directly modeled. However, this approach is
difficult to integrate into the recognition system.

In this paper we focus on the use of segment-based pitch con-
tour extraction in which each contour is represented as a polyno-
mial function of time, similar to what is done in the polynomial
trajectory model in speech recognition [3]. The resulting polyno-
mial coefficients, capturing the shape of the contour, act as tone
features. To make the polynomial coefficients insensitive to pitch

estimation or boundary errors so that they represent different con-
tour shapes better, we propose the use of robust regression tech-
niques in estimating the polynomial together with using orthogo-
nal polynomial basis. The resulting robust polynomial regression
coefficients, together with other tone-related features are modeled
using a tone classifier. Most commonly, a neutral network [2, 4]
and the HMM [1, 5] were proposed by other researchers for clas-
sification tasks. In our case, the decision tree is used for the tone
classification because it is widely used in other speech recognition
related tasks [6, 7] and has advantages that it is non-parametric,
and it can accept both numerical and categorical features. The
resulting classifier can be intuitively understood and allowed for
the exploration of factors that affect tone production in Mandarin
speech. Similar to our work in [8], the tone probabilities gener-
ated by the decision tree can be directly integrated into a one-pass
recognition algorithm. This addresses one of the major disadvan-
tages of using a segmental-based pitch contour.

This paper is organized as follows. In Section 2 the contour
extraction is described. The focus is on how to make the extrac-
tion robust to various estimation errors. In Section 3 the decision
tree based tone classifier and its integration into recognition are
described. Then, the experimental setup and results of isolated
tone recognition, continuous tone and syllable recognition, are re-
ported in Section 4. Finally, summary and conclusion are given in
Section 5.

2. CONTOUR MODELING
Pitch contour, as well as �� contour, can be represented using a
polynomial function in time similar to that used in the segmental
model [3]. �� extraction, in our case, involves using CEP [9].
In addition, a median filter and an utterance mean normalization
method are used to minimize the doubling/halving errors and inter-
speaker variation.

Denote � =	��� ��� ��� �� 
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The least square error solution for �� is given by

�� � ��
�

� �
��

�
�

� (3)

2.1. Robust Regression and Orthogonal Polynomials
The polynomial coefficients estimated using the least square crite-
ria are not robust against outliers. In pitch contour estimation, the
sources of outliers can be �� estimation errors (doubling or halv-
ing) or syllabic boundary errors. To minimize the impact from out-
liers, robust regression, which ignores �% of the worst performing
observations [10] during the polynomial coefficients estimation,
can be used instead. Let � be the number of �� observations in a
segment, the robust estimation procedure is as follows.

1 estimate �� using all � pts,
2 compute the square error �� for each observation �,
3 sort ���.
4 remove the �� observations with the largest

square error,
5 and re-estimate �� using � � �� pts.

When a polynomial is represented by the set of polynomial
basis, i.e. ��� 	� 	��, the shape of the contour such as the pitch off-
set, slope and curvature, coupled with the polynomial coefficients.
This can make tone classification more difficult. Instead of rep-
resenting the polynomial as a sum of the powers of 	�, it can be
decomposed the polynomial into a set of orthogonal polynomials,
�
��	��’s. Let ��	�� be a polynomial function with �� � order,

��	�� � �� � ��	� � � � �� ����	�
���

� � �
��	�� � � �
��	�� � � � �� ��� �
����	���

where � �
��	��� is the set of orthogonal polynomial basis, such as

�
�

�

�
��	� �
� ����	��	 � � ��� �� (4)

with �’s as new polynomial coefficients. With the orthogonal poly-
nomial decomposition, the slope of the tone pattern depends only
on the coefficient of �
� and the offset of the tone depends only on
�
�.

3. DECISION TREE BASED TONE CLASSIFIER
The decision tree is widely used in speech applications [6, 7] partly
because of its non-parametric nature and its ability to handle het-
erogeneous features. It is composed of a set of leaves nodes and a
set of non-terminal nodes, each of which consists of a binary ques-
tion on the features so as to partition the data into two subtrees.
If a tree is used as a classifier, for example, for classifying lexical
tones, each terminal node is labeled by the dominant class. If a tree
is used to estimate class probability, each terminal node represents
a particular class distribution.

Our tone modeling decision tree was trained using the C4.5
decision tree design package [11] utilizing the gain criterion that
minimizes class entropy. How the tree is used and the set of fea-
tures are selected depend on the tasks. In this paper we consider �
tasks: isolated syllable tone classification, continuous speech tone
classification, and tonal syllable recognition.

3.1. Isolated Syllable and Continuous Speech Tone classifica-
tion
For tone classification, the decision-tree is used as a classifier. Iso-
lated syllable tone recognition is a simpler problem because there
are only four different tone patterns and most are fairly stable.

Apart from the orthogonal polynomial coefficients, other prosodic
features including syllable duration, syllable energy and regression
error can be included as tone features. Moreover, each tone pat-
tern in Mandarin Chinese has a different duration distribution. For
example, on average, tone 3 is the longest and tone 4 is the short-
est. If the energy level is high, �� estimation is more reliable as
�� estimation error is sensitive to the frame energy level. In addi-
tion, intuitively, the regression coefficients of segments with large
regression errors are less reliable.

Continuous speech tone recognition is more difficult than iso-
lated syllable because of the addition of a neutral tone (tone 0),
context-dependent effects, and co-articulation effects. Recogniz-
ing tone 0 is very difficult because it is usually highly context
dependent and its �� contour pattern is relatively arbitrary. Fur-
thermore, the instantiation of a lexical tone in continuous speech
depends on the neighboring syllables, commonly known as tone
sandhi [12]. Their occurrences also depend on the word segmen-
tation and phrase breaks. Moreover, because of co-articulation ef-
fect, the contour shape of a syllable may be affected by the ��
contour patterns of neighboring syllables. In order to cope with
these effects, the tone features are expanded to include contextual
features as shown in Table 1.
� Orthogonal polynomial coefficients, log-energy, regression

error, durations of preceding and succeeding segments
� duration and log-energy of both unvoiced or silence segments

before and after the current syllable,
� the type of initial such as unvoiced initial, null initial,

voiced initial, before and after the processing final, and
� two binary indicators to specify whether the current

syllable is the first or last syllable of the sentence

Table 1. Context dependent features for continuous speech tone
recognition.

3.2. Integration of tone information into recognition
Tone probabilities can be integrated into the recognition search
process as suggested in [8]. The idea is that the tone likelihood
of each possible syllables are computed and incorporated at the
syllable ends. In this case, the decision tree serves as a probabil-
ity estimator. However, because the decision tree computes the
tone posterior probability instead of the likelihood, it has to be
converted into a likelihood (similar to what is done in neural net-
works) before it can be combined with the acoustic likelihood in
HMM. Define �� �	�� to the corresponding terminal node of the
decision tree given tone feature �	� .

The tone posterior probability ���� � �� �	�� � ���� � ���� �	���.
Using Bayes’ rule, the tone likelihood is given by,

�� �	� ��� � �� �
���� � �� �	���� �	��

���� � ��
(5)

� ���� � ���� �	� ��� (6)

Then the term �� �	�� is the prior probability of tone feature which
is not a function of the tones and can be computed during training.

3.2.1. Searching process

To recognize Chinese syllables or words, the tone likelihood, which
is an extra term, is computed at the end of each syllable. In order to
evaluate the tone likelihood, syllable segmentation is needed. Us-
ing the token passing approach [8] for recognition, the best syllable
begin time is stored in the partial path alignment and is available at
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any time instance. At time �, suppose � is the end node of syllable
� which has the tone of �� . Denote ���� �� the best word begin
time associated with end node � at time �. The tone feature, de-
noted ������ ��� �� can be computed using polynomial regression.
Integrating the tone likelihood into the word end score, we have

����� � ����� � �������� � ��� �������� ��� ���� (7)

where ����� is the Viterbi score at time � for state �. It is interesting
to note that the tone likelihood can be thought of as a sort of word
insertion penalty.

4. EXPERIMENTS
Experiments were performed on the tasks of tone classification
and tonal syllable recognition. Our recognition system is HMM-
based and uses a left-to-right topology without skips. Our baseline
system used 39 features, consisting of 12 MFCC plus frame en-
ergy, and their first and second order derivatives. In both cases,
the acoustic units were context independent syllable initials and
finals. These are commonly used as the basic acoustic units in
Mandarin speech recognition. The acoustic inventory included 24
initials [13] (included null initials) and 165 tonal finals plus two
extra units for silence and short pauses.

4.1. Isolated Syllable Tone Classification
The first set of experiments performed were on isolated tone clas-
sification. Our goal was to derive a suitable configuration for pitch
contour modeling and to develop a basic context-independent de-
cision tree tone classification system. We evaluated three different
conditions: i) the best polynomial representation, such as the order
of polynomial and the basis functions, ii) the effectiveness of the
robust estimation and, iii) the optimal set of decision tree features.

For these experiments, the HKU93 corpus [14], which con-
sists of a total of �	 native speakers, 
	 females and 
	 males,
was used. The corpus is designed to cover all the tonal syllables.
So, each speaker pronounces all syllables in all tones at least once.
Speech data from 
� speakers, � males and � female, were used
for training, and the remaining data were used for testing. There
are in total ��� and ��� sentences in the training and test set
respectively.

Table 2 shows the relative gain of using orthogonal polynomi-
als with different polynomial orders. In there experiments, deci-
sions were built using only the polynomial coefficients as features.
The classification errors indicat that the recognizer has the mini-
mum classification error at 	 � � (a fourth order polynomial) and
that the classification error is reduced by �
�% from 
�
��� to

�
��� if the pitch contour is represented by a set of orthogonal
polynomials.

Dimension of Tone Classification Error (%)
feature vector (d) Original Orthogonal Relative

Polynomial Polynomial Gain

3 34.70 33.32 1.38
4 21.14 18.56 2.58
5 18.89 15.25 2.64
6 28.21 20.66 7.55

Table 2. Tone classification on Mandarin Chinese isolated sylla-
ble varied different dimension 	 of feature vector and orthogonal
transformation.

Errors in F0 estimation and syllable boundary estimation can
affect the regression coefficients estimation for the pitch contour.

We performed a set of experiment so as to investigate the effec-
tiveness of robust regression against these errors using fourth or-
der orthogonal polynomials to represent the tone contours. The
tone classification results, with different percentages of observa-
tions excluded in the robust regression, were tabulated in Table 3.

The results show that with a limited percentage of observations
excluded from the regression coefficient estimation, accuracy im-
proves. However, when too many are excluded, the reduction in
data out-weighed the gain from increased robustness. Compared
to using traditional regression in which all data are used, the robust
regression with �	� of the observations ignored results the classi-
fication error from 
�
�% to 


�%. Apart from polynomial coef-

Percentage of
data Ignored (�%)

0 10 20 30 40

Tone Classification
Error(%)

16.5 12.8 11.6 12.4 12.7

Table 3. Experimental results on tone classification by using ro-
bust regression.

ficients, we also investigated the addition of other features such as
regression error, syllable duration and syllable energy. By adding
these extra features, the tone classification error rate overall was
further reduced from 


�% to 
	
%, another 
	% relative im-
provement.

4.2. Tone classification and Tonal Syllable Recognition on Con-
tinuous speech
Based on what we had learned from the isolated syllable exper-
iments, we shifted our attention to continuous speech. A differ-
ent corpus, the Chinese 
��� National Performance Assessment
(Project ��) [15] was used. �� is a Mandarin corpus of contin-
uous speech with sentences taken from the People’s Daily news-
paper between 
�� and 
���. 863 contains only �� �� unique
sentences as each utterance is read multiple times and by multiple
speakers. In our experiments, only speakers with Beijing accents
were selected. � speakers (
� male and 
� female) were selected
for training and another 
� for testing. To ensure that the test was
fair, the test set was designed such that there was no overlap be-
tween training and test speakers, nor any overlap in sentences.

Tone classification and syllable recognition in continuous speech
is much more challenging than that in isolated syllables. In addi-
tion to typical continuous speech issues such as variation in speak-
ing rate, style, emotion, the high level of the co-articulation ef-
fect [4] between syllables in Chinese, and the presence of tone
sandhi [12] which modifies the lexical tone of a word based on the
lexical tones of the neighboring syllable makes processing contin-
uous Chinese more challenging. In addition, an extra neutral tone,
used only in continuous speech [12] in filler words or to change
emphasis, was presented.

We performed three sets of experiments. In the first set, we
used a configured system similar to that in isolated syllable tone
classification. For tone classification on continuous speech, this
system did not use any context information. As contextual infor-
mation provides important information in continuous speech, we
experimented in our second set of experiments with a context de-
pendent tone classifier for continuous speech. In our third set of
experiments, because the HMM models are context independent,
we incorporated the context-independent tone classification deci-
sion tree into the Viterbi recognition process.
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In the first experiment, the construction of the decision tree for
continuous speech was very similar to that did on an isolated word
with the exception that a third order polynomial was used. Further-
more, the training data was re-sampled between the tone classes in
order to minimize the effect of an unbalanced prior between the
phone classes during the construction of the decision tree. The
tone classification results are tabulated in the first row of Table 4.

To capture some of the contextual effects that are quite signifi-
cant in Mandarin, we expanded the features used in decision tree to
include information from the left and right neighboring syllables
as summarized in Table 1. The results, after adding left-context,
right-context and both contexts, are tabulated in Table 4. Notice
that the tone classification error is reduced by ���% (��% relative)
with the use of context dependent tone features, and that the clas-
sification results of all tones improved. In particular, the classifi-
cation error of tone 0 dropped significantly from ����% to ����%.
This is consistent with our understanding that the tone pattern of
tone 0 is highly dependent on its neighboring tone. Moreover, the
result of using left context only is better than that of the right for
tones 0 and 2, suggesting that the tone of the previous syllable has
more impact than that of the next syllable.

In our third set of experiments, we integrated the decision tree
into the Viterbi recognition process. The tone classification deci-
sion tree was constructed using context-independent tone features
as the HMM models were also context independent. Because of
our focus on the acoustics, no language model information was
used in this experiment. The recognition results with, and without
the decision tree tone probability are summarized in Table 5, which
the tonal-syllable error rate dropped from �����% to �����%.

Tone Classification Error%
Recognized ToneExperiment

0 1 2 3 4
Total

CI 61.8 18.7 25.4 48.4 31.6 31.8
left CD 51.3 21.0 33.0 46.4 31.4 30.7
right CD 55.1 19.9 25.6 46.8 32.1 31.6

left+right CD 31.0 18.3 24.8 40.6 30.3 28.2

Table 4. Tone classification on continuous speech, where CI is
context-independent tone features and CD is context-dependent
tone features.

Tonal-syllable% RelativeExperiment
Error Rate% Gain

MFCC only (baseline) 52.52% -
C-I decision tree 45.41% 13.54%

Table 5. Results of tonal syllable recognition by integration of
the decision tree which is constructed by context-independent tone
features.

5. CONCLUSION

In this paper we proposed a robust segment-based pitch contour
representation together with a decision tree based classification
system under the decision tree framework. In tone classification,
using robust features and orthogonal polynomial representation to-
gether with context dependent tone related features, we obtained
a tone error rate of ��% tone in isolated syllable tone classifica-
tion. In addition, the tone error was reduced from ��% to ��%
in continuous speech after including context-dependent features.
Using our proposed integration approach that can directly evaluate
the tone probability of a possible syllable within the recognition

process, the tonal-syllable recognition error was reduced by close
to ��%.
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