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ABSTRACT

Accurate recognition of spellings is necessary in many call-
center applications. Recognition of spellings over the tele-
phone is inherently a difficult task and achieving very low
error rates, using automatic speech recognition, is difficult.
Augmenting speech input with input from the telephone key-
pad can reduce the error rate significantly. A variety of
schemes for combining the keypad and speech input are
presented. Experiments on a name entry task show that
spellings can be recognized nearly perfectly using combined
keypad and speech input, especially when a directory lookup
is possible.

1. INTRODUCTION

Automatic speech recognition (ASR) systems that are be-
ing deployed today have the ability to handle a variety of
user input. A typical call-center transaction might begin
with a fairly unconstrained natural language statement of
the query [1] followed by a system or user initiated input of
specific information such as account numbers, names, ad-
dresses, etcetera. A transaction is usually considered suc-
cessful if each of the input items (fields) is correctly recog-
nized, perhaps with repeated input or other forms of con-
firmation. This implies that each field has to be recognized
very accurately for the overall transaction accuracy to be
acceptable. In order to achieve the desired accuracy, state-
of-the-art ASR systems rely on a variety of domain con-
straints. For instance, the accuracy with which a 10-digit
account is recognized may be 90% using a digit-loop gram-
mar but close to perfect when the grammar is constrained to
produce an account number which is in an account-number
database. Similarly, if one has access to a names directory
and the user speaks a name in the directory, the performance
of ASR systems is generally fairly good for reasonable size
directories.

In some applications, the use of domain constraints is
problematic. As an example, consider an application whose
purpose is to enroll new users for a service. In this case,
information such as the telephone number, name etc., need
to be obtained without the aid of database constraints. One

could still use a priori constraints, such as a names direc-
tory that covers 90% of the US population according to the
US Census data, to improve recognition accuracy. How-
ever, if the names distribution of the target population does
not match the US Census distribution, the out-of-vocabulary
(OOV) rate could be substantially higher than 10%.

Recognition of long digit-string, names, spelling, etc.
over the telephone, whether human or machine, is inher-
ently difficult [2] [3]. Humans recover from recognition er-
rors through dialog. Such dialogs, which might involve a
prompt to repeat a portion of the digit string or a particular
letter in a name, have been implemented in ASR systems
but with limited success [4] [5]. In the short-term, it ap-
pears that the best way to achieve very accurate recognition
of difficult vocabularies such as letters and digits is to use to
supplement voice with other input modalities such as key-
pads (touch-tones). The telephone keypad is designed for
numeric entry and therefore is a natural backup modality
for digit-string entry. However, the keypad is not so conve-
nient for the entry of letter strings (for spelled names, etc.).
Cluster keyboards, that partition the letters of the alphabet
onto subset keys, have been designed to facilitate accurate
letter-string entry using keyboards [6]. The letter ambigu-
ity for each key-press in these keyboards, is addressed by
hypothesizing words in a dictionary that have the highest
probability according to a language model. Such methods
are effective, but they require the use of specialized key-
pads. If one is constrained to use the standard telephone
keypad, one possibility is to use speech for disambiguation.
A scheme for integrating keypad and speech input has been
presented recently [7]. The main focus of this work was to
obtain pronunciations of new words using side information
from keypad input. Similar strategies for the combined use
of the telephone keypad as well as voice for very accurate
recognition of spellings is the subject of this paper.

2. SPELLING RECOGNITION STRATEGIES

There are a number of ways to improve the performance of
spelling recognition using the constraints provided by key-
pad input. The various options are explored in the following
sections.
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Fig. 1. Unweighted grammar generated from the keypad
input 78726.

2.1. Recognition constrained by keypad input

There are either 3 or 4 letters of the alphabet that are asso-
ciated with each key on the telephone keypad. The simplest
scheme for using keypad input as well as speech is to first
get the keypad sequence and dynamically construct a gram-
mar that permits all letter sequences that map to the given
keypad sequence. An example network is shown in Fig. 1.

In this example, the grammar is unweighted. If one had
access to spellings that characterize the domain, such as a
directory of names for the name recognition task, one could
use an N -gram letter model LN trained on this data, and
construct a weighted grammar

Kw = K ∩ LN (1)

where K is the unweighted keypad grammar, and ∩ is the
intersection operation. If the corpus on which LN is esti-
mated is large, an unsmoothed N -gram model (only those
N -grams that appear in the training corpus are allowed) pro-
vides a significant advantage.

2.2. Two-pass schemes

The accuracy of spellings using state-of-the-art ASR sys-
tems is reasonably good, especially if good language mod-
els (of letter sequences) are available. It would be useful
to perform spelling recognition using ASR alone in the first
pass, and use keypad input only when the ASR confidence is
low. This way, the inconvenience of using keypad entry will
be limited to those utterances that are poorly recognized for
reasons such as the presence of background noise or unusual
accents.

One possibility is to use the letter N -gram model LN in
the first-pass recognition. The output of the recognizer is a
letter lattice, RLN

. The user is then asked to input the letter
string using the keypad (1 press for each letter in the word)
and a keypad constraint grammar K is created. The final
result is the letter string

r = bestpath(RLN
◦ I ◦ K) (2)

where ◦ denotes the composition of finite-state transducers,
and I is a transducer that eliminates silences and other filler
words in the recognized output.

2.3. Database lookup

Each of the schemes described in 2.1 and 3.3 could be fol-
lowed by a lookup in a database (of valid words, names,
etc.) to find a valid letter sequence. The resulting letter
string

rD = bestpath(Rnc ◦ D) (3)

where Rnc is the word lattice obtained in 2.1 or 3.3 with-
out a database constraint and D is a finite state network
that accepts only valid letter strings. Implementing database
lookup as a separate step from speech recognition has the
following advantages.

• The complexity of the recognizer does not grow with
the size of the database/directory.

• The vocabulary (allowed letter strings) as well as domain-
dependent language models (such as frequency of re-
quested names) could be updated independent of the
recognizer, thereby simplifying service deployment.

Another option is the use of the keypad to constrain only
the first N letters. For long names, keying in all the letters
may be too burdensome, but keying in only the first few may
be considered acceptable. This provides a way to tradeoff
accuracy for convenience, and combined with a database
lookup can be very effective (3.3).

3. EXPERIMENTS

3.1. Distribution of names

The task is the recognition of spelled names. In applica-
tions where a directory is not available, a common solution
is to attempt to cover as large a target population as pos-
sible, using a directory of names obtained from an inde-
pendent source such as the Census or the Social Security
Administration (in the United States). However, one cannot
depend on the distribution of names in the target population
matching the distribution of the general population of the
country. Table 1 shows the out-of-vocabulary (OOV) rate
of names taken from three tasks, an AT&T customer ser-
vice task (open names), and two corporate directories (con-
taining about 50K unique names), for a range of vocabulari
sizes. The Census data indicates that 90K most frequent
names cover about 90% of the US population. From Ta-
ble 1, it is clear that the OOV rates can be significantly
higher for a given task. The conclusion is that the vocab-
ulary (grammar) of an ASR system designed to recognize
names will need to be very large to keep OOV rates low.

3.2. Lexically constrained recognition

The performance of a state-of-the-art letter string recog-
nizer, on a spelled-names task over the telephone, is shown
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OOV - type (token) %
Vocabulary Task1 Task2 Task3

100K 14.7 (18.6) 16.1 (36.7) 17.9 (39.0)
200K 9.0 (11.2) 10.1 (23.7) 11.6 (25.5)
800K 3.5 (4.8) 3.7 (9.0) 4.1 (9.3)
1.6M 2.3 (2.9) 2.7 (6.5) 2.8 (6.5)

Table 1. Out-of-vocabulary rates for test names taken from
3 tasks as a function of the size of a given directory.

Unique names name acc (%) letter acc (%) rt factor
124K 92 98.2 0.08
1.6M 83 95.2 0.27

Table 2. Performance of name recognition using a spelled
name grammar.

in Table 2. The grammar is constrained to produce only
valid names. The acoustic model was trained discrimina-
tively on an collection of independent databases of letter
string utterances collected over the telephone. All the test
names were in-grammar. The accuracy of name recogni-
tion (letter string accuracy) is fairly good at 92% for a 124K
vocabulary and degrades to 83% for a vocabulary of 1.6 mil-
lion names. An accuracy of 83% for name recognition may
be considered acceptable in many applications. However, if
the name is just one field in a number of fields that need to
be filled to complete a task, it may be necessary to operate
at much lower error rates to maintain reasonable task com-
pletion rates. Another point to note from Table 2 is that the
resource requirements (real-time factor on a Pentium desk-
top with a 1 GHz processor) increases significantly for large
grammars.

3.3. Keypad integrated recognition

There are many systems that allow spelling input using just
the keypad. Schemes that attempt disambiguation by find-
ing a match in a dictionary are suitable for limited vocabu-
laries. As the size of the vocabulary grows, directory lookup
often does not result in a unique entry. Table 3 shows the
results of an experiment where a single key-press is used to
enter a letter. A directory containing 124K names maps to
about 99K unique key sequences. A given key sequence,
corresponding to the spelling of a name, results in a unique
name after lookup about 48% of the time. The test set of
names is the same as the one used in the recognition exper-
iment above. When the directory lookup results in multiple
names that match the key sequence, some other mechanism
is required to select a single name (or generate an ordered
set). In this experiment, a language model (frequency of

Names Keys Lookup LM Lookup
124K 99K 48% 93% (98.4% WER)
1.6M 1.1M 4% 91% (97.8% WER)

Table 3. Performance of name recognition using keypad
input only. Each letter is input using 1 key-press.

names according to the US Census) is used to pick the name
with the highest frequency of occurrence amongst the set of
retrieved names. Since this names distribution of this test
sample matches reasonably well with Census distribution,
the accuracy of name recognition increases to 93%. For a
directory of 1.6 million names, a name is uniquely retrieved
only 4% of the time without a Census language model and
91% when the language model is invoked. The risk, how-
ever, is pretty high (accuracy could drop from 91% to 4%)
when the language model does not match the test data.

The above discussion gives some characterization of the
spelled name entry problem. It is clear that solution based
on speech or keypad alone may not be acceptable for ap-
plications that require highly accurate name entry, given the
current state of speech recognition.

The results of name recognition using keypad input to
constrain the recognizer (2.1) are shown in Table 4. The first
option is to key in every letter in the name (K-∞) and speak
the letters. Even with no lookup, the name can be retrieved
with an accuracy of 90% (a letter accuracy of 98.4%). At
this point, there are no task constraints built into the sys-
tem. This accuracy can be improved further by using a task-
dependent N -gram model, which in this case was trained on
the 1.6 million list of names. It is quite interesting that 98%
accuracy can be achieved with a vocabulary of about 1.6
million names. When a directory is used for lookup, name
recognition is nearly perfect even for 1.6M name directory.

If only the first 3 letters are entered using the keypad,
again one 1 key-press per letter, the accuracy of name recog-
nition with no lookup drops to 66% with no language model
and 84% with a 4-gram letter sequence model. Directory
lookup improves the accuracy significantly to near perfect
recognition. Even the entry of the first letter of the name
yields accuracies that are much higher than a fully con-
strained ASR system (improvement from 84% to 94%) for
the 1.6M names directory.

As explained in section 3.3, one could reverse the order
of the keypad and speech input. The results are shown in
Table 5. An unsmoothed 4-gram model is used in the first
pass. The name accuracy is a modest 71%. This improves
to 91% with a directory lookup for a directory size of 1.6M.
Keypad constraints applied in a second pass significantly
improve performance. For the K-∞ case, the accuracy im-
proves to 97%, roughly matching the accuracy of the system
where speech input follows keypad input. The other num-
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Error rate - name (letter) %
System no lookup 124K lookup 1.6M lookup
K-∞ 90 (98.4) 100 (100) 100 (100)
K-∞-4grm-uns 98 (99.7) 100 (100) 99 (99.8)
K-3 66 (93.3) 100 (100) 98 (99.5)
K-3-4g-u 84 (96.6) 99 (99.8) 97 (99.4)
K-1 56 (88.9) 97 (99.2) 94 (98.6)
K-1-4g-u 76 (93.4) 94 (98.2) 93 (97.8)

Table 4. Performance of name recognition using combined
keypad and speech input. K-∞ implies that the letter string
for the complete name is entered using the keypad. K-N
implies that only the first N letters are entered using the
keypad. 4g-uns means an unsmoothed 4-gram model of the
letter sequences. Real-time factor (RTF) for K-∞ condition
is 0.01. As constraints are relaxed, the recognizer becomes
less efficient, and RTF increases to 0.07 for the K-1 condi-
tion.

Error rate - name (letter) %
System no lookup 1.6M lookup
4g-u 71 (92.3) 91 (97.6)
4g-u + K-∞ 97 (99.5) 99 (99.8)
4g-u + K-3 84 (96.8) 97 (99.4)
4g-u + K-1 75 (94.2) 93 (97.8)

Table 5. Performance of name recognition using speech
input first, followed by keypad entry. The real-time factor
for this scheme is in the range 0.1 - 0.4 because the first-pass
recognition is not constrained by keypad input.

bers in Table 5 show that the order of speech and keypad
input does not really matter and that the performance in ei-
ther case is very good.

4. DISCUSSION

Recognition of spellings is a challenge for ASR systems as
well as humans. The strategies that human listeners em-
ploy for spelling recognition and error corrections are very
interactive and involve prompts for partial strings, disam-
biguation using familiar words (S as in Sam), etc. which are
not easily implemented in current ASR systems or are not
very effective with current technology. Keypad input may
not be very natural in a spoken language system and the de-
sign of a user interface to incorporate keypad and speech
may be a challenge. However, the experiments in this pa-
per have demonstrated that keypad combined with speech
can be extremely effective. A variety of schemes were pre-
sented for combining speech and keypad input and these
provide mechanisms for a tradeoff between accuracy and

convenience.

5. CONCLUSION

An effective method of entering spellings over the telephone
is presented, that augments speech input with keypad input.
A variety of different mechanisms for integrating the two
modalities were presented and evaluated on a names task.
The results show that letter strings can be recognized very
accurately even without directory-based retrieval. When a
directory is used for retrieval, name recognition is nearly
perfect even for large directories containing up to 1.6 mil-
lion names.
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