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Abstract

In this paper, a model-based tone labeling method for 

Min-Nan/Taiwanese speech is proposed. It takes the mean and 

shape of syllable pitch contour as two modeling units and 

considers some major affecting factors that control their 

variations. By using the EM algorithm to estimate all parameters 

of the pitch mean and shape models from a speech database, we 

can decide the best tone sequences pronounced in all utterance of 

the database. Experimental results showed that it outperformed 

the VQ classification method which suffers from the 

interferences resulted from neighboring syllables and from the 

global prosodic phrase pattern.  

1. INTRODUCTION

Prosodic labeling is to mark significant prosodic cues, such as 

tones and breaks, in all utterances of a database [1]. A large 

well-labeled speech database is important for both text-to-speech 

(TTS) and automatic speech recognition (ASR) studies. In TTS, 

highly natural prosody generation algorithms can be derived 

from such a database [2]. In ASR, prosodic cues can be used to 

help correct acoustic decoding errors [3] or to provide useful 

information for speech understanding [4]. Prosodic labeling can 

be done manually by well-trained persons or automatically by 

models. To perform the prosodic labeling of a large database by 

hand always faces two difficult problems. One is the consistency 

across the whole database and another is the heavy workload. 

Consistency of prosodic labeling is usually difficult to maintain 

when the work is done by several persons or when the work lasts 

for a long time period. This is especially true when the prosodic 

cue to be labeled can be affected by the interaction of several 

linguistic features simultaneously. On the other hand, automatic 

prosodic labeling needs a sophisticated mathematic model to 

consider various affecting factors that contribute the variability 

of the prosodic cue. 

The paper addresses the issue of tone labeling of a Min-Nan/ 

Taiwanese speech database. A well-labeled database should be 

very beneficial to the learning of word chunking rules in text 

analysis as well as to the training of a prosodic generating 

algorithm for TTS. But due to the following two facts, this is a 

tough task in Min-Nan language processing. One is that syllables 

can change their tones drastically in the spoken Min-Nan 

language, and another is that Min-Nan is a colloquial language 

and does not have a standard written form. In this study, a 

model-based approach is adopted to solve the problem. 

The paper is organized as follows. Section 2 gives a brief

introduction to the background knowledge of the Min-Nan/ 

Taiwanese language. Section 3 presents the proposed tone 

labeling method. Experimental results to evaluate the 

performance of the method is discusses in Section 4. Some 

conclusions are given in the last section. 

2.  The Min-Nan/Taiwanese Language 

Min-Nan is a spoken dialect widely used in the south-eastern 

China and Taiwan. Just like Mandarin, Min-Nan speech is a 

syllabic and tonal language. Syllable is the basic pronunciation 

unit. There exist more than 2000 syllables. Each syllable can be 

divided into two parts: a base-syllable and a tone. There are only 

877 base-syllables and 8 tones including a degenerated one 

which is not used in modern Taiwanese. The base-syllables have 

similar initial-final structure like Mandarin base-syllables except 

that some finals can have stop endings (entering tones). There 

are 18 initials and 82 finals. Although tonal syllables are the 

basic pronunciation units, word is the smallest meaningful unit 

in syntax. Words are composed of several syllables and 

sentences are formed by concatenating words. 

Although Min-Nan/Taiwanese speech has similar linguistic 

characteristics like Mandarin speech, it is a colloquial language 

and does not have a standard written form. There exist two 

popular written forms in Taiwan. One is the Romanization form 

which uses Roman alphabets to spell each base-syllable and uses 

a number to specify its tone. This representation is referred to as 

“  (Romanization)”. It was used to write the Taiwanese 

Bible and is used in some specific societies. Its main drawback 

lies in the difficulty of understanding the text without reading it 

out. The other, referred to as “  (mixed script of Han 

and Roman characters)”, is a hybrid one in which most syllables 

are represented by Chinese characters with only a small set of 

special syllables being represented in Romanization form. Text 

written in this representation is easier to understand so that it is 

widely used in writing books and text documents. Unfortunately, 

the system to represent words in Chinese characters is still not 

standardized nowadays in Taiwan. Except some popular words, 

people always choose, with their own preference, a string of 

Chinese characters with similar pronunciations in Mandarin to 

represent a Min-Nan/Taiwanese word. This makes the text 

analysis very difficult for Min-Nan/Taiwanese language because 

of the lack of a standard lexicon. 

It is worth to note that Min-Nan/Taiwanese language has two 

pronunciation styles. The first one, referred to as “

(colloguial)”, is widely used for daily conversation. The second, 

referred to as “  (literary)”, is restrictedly used in reading 

poetry, some numbers, names and so on. 
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Although there are only 7 lexical tones, the tone pattern of a 

syllable may change seriously in continuous speech. This is 

known as tone sandhi. A previous study showed that Min-Nan 

speech possesses a set of tone sandhi rules [5]. Generally, all 

syllables except the last one of a word chunk have to change 

their tones according to the following rules

1 7

7 3

3 2

2 1

7    south
5

3    north

4 ( , , ) 8 ( , , )

4 2

8 3

p t k p t k

h

h

           (1)

Here an arrow indicates the way of tone change, e.g., Tone 2 

will change to Tone 1; “north” and “south” mean the northern 

and southern parts of Taiwan; and “p”, “t”, “k”, and “h” 

represents the ending phones of entering tones. Besides, four 

additional rules [5] are used for the cases when a syllable 

preceding the special character “ ” (/a/) has been changed to 

Tone 2 or 3

7 3 7

8 3 7

3 2 1

4 2 1

h

h

                (2)

For instances, (ki3 ki)  and (hioh8 hioh7) . But 

there still exists a problem of applying these rules to an input 

text to obtain the correct tone sequence pronounced in the 

associated speech. It is that the way to form word chunks from a 

word sequence is not exactly know. 

3. The Proposed Approach of Tone Labeling 

The task of tone labeling is to determine the tone sequence 

pronounced in each utterance of a speech database. Several 

approaches can be employed to tackle the task. Firstly, a direct 

one is to do the job manually by hearing and/or by observing the 

pitch contour. But the approach will suffer from the difficulties 

of inconsistency and heavy workload as mentioned above. 

Another approach is to determine the tone sequence by applying 

the above tone sandhi rules to the associated text. The main 

problem of the approach is that the way to automatically form 

word chunks from the word sequence is not know exactly. 

Besides, determine tones only from texts may suffer from errors. 

The third approach is to regard it as a classification problem by 

classifying the pitch contours of all syllables with the same 

lexical tone using the unsupervised clustering technique such as 

vector quantization (VQ). A drawback of the approach is that 

errors may occur because the pitch contour of a syllable in a 

continuous speech is influenced by many affecting factors other 

than the tone itself. The fourth approach is to tackle the task by 

an efficient pitch contour model which can separate all major 

affecting factors that control the variation of the pitch contour. 

In this study, we adopt the last approach by using a statistical 

pitch contour model [6]. We first represent the pitch contour of 

each syllable by using a 3-rd order orthogonal polynomial 

expansion [7]. The basis polynomials used are normalized, in 

length, to [0,1] and can be expressed as 

0 ( ) 1i

M

1/ 212 1( ) [ ] [ ]
1 2 2
i iM
M M M

3 1/ 2 2180 1
2 ( 1)( 2)( 3) 6
( ) [ ] [( ) ]i M i i M

M M M M M M M

5

2

2 2

1/ 22800
3 ( 1)( 2)( 2)( 3)( 4)

( 1)( 2)3 23 6 3 2
2 10 20

( ) [ ]

           [( ) ( ) ( ) ]

i M
M M M M M M

M Mi i M M i
M M MM M

 (3) 

for 0 i M , where M+1 is the length of the current syllable 

log-pitch contour and 3M . They are, in fact, discrete 

Legendre polynomials. A syllable pitch contour ( )i
M

f  can 

then be approximated by 

3

0

ˆ ( ) ( )i i
j jM M

j

f      0 i M ,          (4) 

where

1
1

0

( ) ( )

M

i i
j jM M M

i

f                      (5) 

The four coefficients are then divided into two parts: 0

representing the mean and 1 2 3  representing the 

shape. They are separately modeled. The pitch mean model used 

can be expressed by 

n n n nn n pt t ft pY F (6)

where nY  is the observed pitch mean 0  of the nth syllable; 

nF  is the normalized pitch mean and is modeled as a normal 

distribution with mean  and variance ; r  is the 

compressing-expanding factor (CF) for affecting factor r; nt ,

npt  and nft  represent respectively the lexical tones of the 

current, previous and following syllables; and np  represents 

the prosodic state of the current syllable. Here prosodic state 

roughly represents the state of the syllable in a prosodic phrase 

and is treated as hidden. Note that nt  ranges from 1 to 22 

including 7 standard patterns of lexical tones and all their sandhi 

tones, while both npt  and nft  ranges from 0 to 22 with 0 

denoting the cases of major punctuation marks { , , , , , , }

or the non-existence of the previous or following syllable. The 

CFs for 0npt  and 0nft  are set to zero because we do 

not want to count the affection of tone across punctuation mark. 

The pitch shape model used can be expressed by 
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n n n nn n pt t ft pZ X b b b b                 (7) 

where nZ  is the observed shape vector 1 2 3
T

 of 

the nth syllable’s pitch contour; nX  is the normalized pitch 

shape vector and is modeled as a multivariate normal 

distribution with mean vector µ  and covariance matrix R. 

To estimate the parameters of these two models, an EM 

algorithm is adopted. The EM algorithm is derived based on the 

maximum likelihood (ML) estimation from incomplete data 

with prosodic state and pronounced tone pattern being treated as 

hidden or unknown. To illustrate the EM algorithm, an auxiliary 

function is firstly defined in the expectation step (E-step) as 

1 1 1 2 2 2( , ) ( , ) ( , )Q Q Q                   (8) 

where 

1 1 1 1 1

1 1

( , ) ( , | , ) log ( , , | )

n n

N P

n n n n n n

n p t

Q p p t Y p Y p t , (9) 

2 2 2 2 2

1

( , ) ( , | , ) log ( , , | )

n

N

n n n n n n

n t

Q p p t p p tZ Z , (10) 

N is the total number of training syllables, P is the total number 

of prosodic states, 1( , | , )n n np p t Y ,

1( , , | )n n np Y p t , 2( , | , )n n np p t Z  and 2( , , | )n n np p tZ  are 

conditional probabilities, 1 2 ,

1 { , , , , , }t pt ft p  and 2 { , , , , , }pt t ft pµ R b b b b

are the sets of parameters to be estimated, and  and  are 

respectively the new and old parameter sets. Based on the 

assumption that the normalized pitch mean nF  and shape nX

are both normally distributed, 1( , , | )n n np Y p t and

2( , , | )n n np p tZ can be derived from the assumed model given 

in Eqs.(6) and (7) and expressed by 

1( , , | ) ( ; , )
n n n nn n n n pt t ft pp Y p t N Y ,   (11) 

and

2( , , | ) ( ; , )n n n n pt t ft pp p t NZ Z µ b b b b R      (12) 

Similarly, 1( , | , )n n np p t Y and 2( , | , )n n np p t Z  can be 

expressed by 

1
1

1

1

( , , | )
( , | , )

( , , | )

n n

n n n
n n n P

n n n

p t

p Y p t
p p t Y

p Y p t

,        (13) 

and

2
2

2

1

( , , | )
( , | , )

( , , | )

n n

n n n
n n n P

n n n

p t

p p t
p p t

p p t

Z
Z

Z

      (14) 

Then, sequential optimizations of these parameters can be 

performed in the maximization step (M-step). At the end of each 

iteration, the pronounced tone pattern for each syllable are 

re-assigned to one of its possible patterns by 

*

1 2arg max ( | , ) ( | , )
n

n n n n n
t

t p t Y p t Z             (15) 

To execute the EM algorithm, initializations of the parameter set 

 are needed. This can be done by estimating each individual 

parameter independently. Specifically, the initial CF for a 

specific value of an affecting factor is assigned to be the 

difference of the mean (mean vector) of  ( )n nY Z  with the 

affecting factor equaling the value to the mean of all ( )n nY Z .

Notice that, in the initializations of CFs for prosodic states, each 

syllable is pre-assigned a prosodic state by vector quantization. 

After initializations, all parameters are sequentially updated in 

each iteration. The iterative procedure is continued until a 

convergence is reached. 

4. Experimental Results 

Performance of the proposed model-based Min-Nan tone 

labeling method was examined by simulation using a single male 

speaker database. The database contained 255 utterances 

including 130 sentential utterances with length in the range of 

5-30 syllables and 125 paragraphic utterances with length in the 

range of 85-320 syllables. The total number of syllables was 

23,633. All speech signals were digitally recorded in a 20 kHz 

rate. All speech signals and the associated texts were manually 

pre-processed in order to extract the required acoustic features 

and linguistic features. 

Four tone labeling methods were then realized and compared. 

The first one was the manual approach which determined the 

tone sequence to be pronounced by examining the text. Although 

the results might contain some errors, we still took them as the 

reference target because of the lack of a better one. It is referred 

to as MANUAL. Another two were the VQ-based methods 

which used 4 (mean + shape) and 3 (shape) orthogonal 

expansion coefficients of syllable pitch contour as classification 

features, respectively. They are referred to as VQ-4 and VQ-3. 

The last one was the proposed model-based method and referred 

to as MODEL. The RMSEs of the reconstructed pitch contour 

are 0.815 and 0.286 ms/frame for VQ-4 and MODEL, 

respectively. Better results of MODEL show the effectiveness of 

the pitch mean and shape models. Table 1 shows the correct rates 

of tone labeling for the latter three methods by taking the results 

of MANUAL as reference target. Correct rates of 50.9, 52.4, and 

61.9% were obtained by VQ-4, VQ-3, and MODEL, respectively. 

Obviously, MODEL outperformed both VQ-4 and VQ-3. It can 

also be found from Table 1 that Tone 1 and Tone 2 which have a 

single sandhi tone pattern have better labeling results. 

By examining all 22 tone patterns obtained in the pitch mean and 

shape models, we found that most sandhi tone patterns matched 

with those tone patterns suggested by the above-mentioned 

sandhi rules. Figs.1 displays the standard and sandhi tone 

patterns for lexical Tone 1 and Tone 2. Can be seen from Fig.1(a) 

(Fig.1(b)) that the shape of the sandhi tone pattern of Tone 1 (2) 
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resemble to the standard pattern of Tone 7 (1). Fig.2 dispalys 

pitch contour patterns of standard and sandhi tones for Tone 3 

and Tone 2. Can be seen from the Fig.2(a) (Fig.2(b)) that all 

three (two) sandhi Tone 3 (2) patterns resemble to the standard 

Tone 3 (2) pattern. 

5. Conclusions

In this paper, a model-based tone labeling method for 

Min-Nan/Taiwanese speech has been discussed. It employed a 

statistical modeling technique to separate some major affecting 

factors that influence syllable’s pitch contours. By the model, we 

can determine the best tone pattern pronounced in each syllable 

from its pitch contour with interferences from both neighboring 

syllables and the global effect of prosodic phrase being 

eliminated. Experimental results confirmed that it outperformed 

the VQ classification method. So it is a promising method. 
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Table 1  The correct rates of the three tone labeling methods of 

VQ-4, VQ-3, and MODEL. (unit: %) 

Tone 

(sandhi tones) 
1

(7)

2

(1)

3

(2,1)

4

(2,1,8)

5

(7,3,7)

7

(3,7)

8

(3,7,4)
Ave.

VQ-4 61.9 82.9 55.4 40.9 28.1 34.0 33.9 50.9

VQ-3 58.7 84.8 44.1 28.7 43.7 47.2 35.8 52.4

MODEL 72.4 89.3 51.7 55.7 50.6 51.1 41.9 61.9

Fig. 2  Comparison of pitch contour patterns of standard 

tone & sandhi tones for (a) Tone 3 and (b) Tone 2.

Fig. 1  Comparison of standard and sandhi tone patterns 

for lexical (a) Tone 1 and (b) Tone2. 

(a)

(b)

(a)

(b)
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