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ABSTRACT

Automatic extraction of key sentences from lecture audio
archives is addressed. The method makes use of the characteristic
expressions used in initial utterances of sections, which are defined
as discourse markers and derived in a totally unsupervised manner
based on word statistics. The statistics of the presumed discourse
markers are then used to define the importance of the sentences. It
is also combined with the conventional tf-idf measure of content
words. Experimental results using a large corpus of lectures con-
firm the effectiveness of the method based on the discourse mark-
ers and its combination with the keyword-based method. It is also
shown that the method is robust against ASR errors and sentence
segmentation accuracy is more vital. Thus, we also enhance the
segmentation by incorporating prosodic information.

1. INTRODUCTION

Automatic indexing of audio materials is one application of large
vocabulary continuous speech recognition. Even if recognition
performance is not very high, it is often possible to detect top-
ics and segment speech based on topic boundaries allowing users
to efficiently find the desired portions. There have been studies on
topic classification of broadcast news[1] and voice mails[2]. Most
of them extract a set of keywords that characterize topics for clas-
sification. The approach is effective when there are a lot of short
speech materials such as news clips and voice messages.

It is not easily applicable to indexing of long speech materials
such as lectures and discussions, where one broad topic remains
unchanged and closely-related small issues come along. The char-
acteristic keywords appear throughout the speech, but a broad
classification based on such keywords is meaningless. Instead, a
browsing function is needed for this kind of long materials[3][4].
Specifically, exact time index for boundaries of sub-topics or ‘sec-
tions’ is highly required, since such indices are used to skip and
search for the segments to be replayed. More preferable form will
be index attached to key sentences of these section units.

The structure of sections and paragraphs is known to be useful
for extracting key sentences from text materials, because most of
the key sentences appear at the beginning of the articles or sec-
tions. In audio materials, however, there is no explicit definition of
sections and paragraphs such as the line-breaks and indentation of
text.

In this paper, we approach the problem of indexing lecture au-
dio archives by detecting section boundaries and extracting key
sentences in a statistical framework. Unlike conventional studies,
we focus on discourse markers, which are rather topic indepen-
dent. We define discourse markers as expressions frequently used

at the beginning of sections in lectures. The proposed method pre-
sumptively extracts them without any manually tagged informa-
tion such as topics and boundaries.

2. AUTOMATIC TRANSCRIPTION SYSTEM

We take part in the project of “Spontaneous Speech Corpus and
Processing Technology” sponsored by the Science and Technology
Agency Priority Program in Japan[5]. The Corpus of Spontaneous
Japanese (CSJ)[6] developed by the project consists of a variety
of academic presentation speeches at technical conferences and
extemporaneous public speeches on given topics. They are man-
ually given orthographic and phonetic transcriptions, but they are
not segmented into sentences both in audio and text forms.

For language model training, we use 2592 presentations whose
text size in total is 6.7M words (=Japanese morphemes). A trigram
language model is trained for the vocabulary of 24K words. As for
acoustic model training, we use 2496 presentations that amount to
486 hour speech. We set up a gender-independent triphone model
that has 3000 shared states with 16 Gaussian mixture components.
We also revised our recognition engine Julius so that very long
speech can be handled without prior segmentation[7].

With the baseline system, the word error rate is 30.9% for
the test-set of 15 academic presentation speeches[5]. Adapta-
tion of acoustic and language models based on the initial recog-
nition result together with the speaking-rate dependent decoding
strategy[8] improves it to 21.9%, which is the best figure for this
test-set ever reported.

The recognition system does not output periods as the lan-
guage model is trained with the CSJ transcriptions which are not
segmented into sentences and contain no periods. Thus, the recog-
nition results need to be segmented into sentences. In read speech,
a long pause is regarded as a mark of the end of utterances, thus,
it can be converted to a period or comma. In spontaneous speech,
however, this assumption does not hold. Speakers put pauses at
arbitrary places. Therefore, we proposed a statistical translation
framework that converts pauses to periods selectively[9]. The
method achieved higher segmentation accuracy than the conven-
tional methods.

3. AUTOMATIC INDEXING OF KEY-SENTENCES

We address automatic extraction of key sentences, which will be
useful indices in lectures. Collection of these sentences may suf-
fice summarization of the talk[10]. The framework extracts a set
of natural sentences, which can be aligned with audio segments for
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alternative summary output. It is considered as a more practical
solution in spontaneous speech, in which ASR accuracy is around
70-80%, as opposed to the approach of generating summarization
based on the ASR results[11].

3.1. Discourse Modeling of Lecture Presentations

In this work, we mainly deal with lecture presentations at techni-
cal conferences. There is a relatively clear prototype in the flow of
presentation, which is similarly observed in technical papers[12].
When using slides for presentation, one or a couple of slides con-
stitute a topic discourse unit we call ‘section’ in this paper. The
unit in turn usually corresponds to the numbered (sub-)sections in
the proceedings paper.

It is also observed that there is a typical pattern in the initial
utterances of the units. Speakers try to briefly tell what comes next
and attract audiences’ attention. For example, “Next, I will explain
how it works.” and “Now, move on to experimental evaluation”.
This phenomenon also reflects that key sentences in lectures often
appear at the beginning of sections. We define such characteristic
expressions that appear at the beginning of section units as dis-
course markers. Unlike previous studies, where discourse markers
are manually defined based on linguistic analysis, our method au-
tomatically derives a set of discourse markers without any manual
tags. We have shown its effectiveness in segmentation of the lec-
ture audio[13].

The boundary of sections is known as useful for extracting key
sentences in the text-based natural language processing[14]. How-
ever, the methodology cannot be simply applied to spoken lan-
guage because the boundary of sections is not explicit in speech.
Thus, the goal of the study is to apply the discourse segmentation
to extraction of key sentences from the lectures.

3.2. Statistical Derivation of Discourse Markers

It is expected that speakers put relatively long pauses in shifting
topics or changing slides, although a long pause does not always
mean a section boundary. Here, we set a threshold on pause dura-
tion to pick up the boundary candidates, which will be selected by
the following process. This threshold value differs from person to
person, depending mainly on the speaking rate. Therefore, we use
the average of pause length during a talk as the threshold.

From the candidates of the first sentences picked up by the
pause information, we extract characteristic expressions, namely
select discourse markers useful for indexing. Discourse markers
should frequently appear in the first utterances, but should not ap-
pear in other utterances so often. Term frequency is used to repre-
sent the former property and sentence frequency (similar to docu-
ment frequency in information retrieval) is used for the latter. For
a word �� , the term frequency ���� is defined as its occurrence
count in the set of first sentences. The sentence frequency ��� is
the number of sentences in all lectures that contain the word. We
adopt the following evaluation function.

������� � ���� � ��� �������� (1)

Here, �� is the total number of sentences in all lectures.
A set of discourse markers is statistically selected according to
�������.

3.3. Measure of Importance based on Discourse Markers

In the text-based natural language processing, a well-known
heuristics for key sentence extraction is to pick up initial sentences

of the articles or paragraphs. Using the automatically-derived dis-
course markers that characterize the beginning of sections, the
heuristics is now applicable to speech materials.

The importance of sentences is evaluated using the same
function (equation (1)) that was used as appropriateness of dis-
course markers. For each sentence ��, we compute a sum score
������� �

�
�����

��� ����.
Then, key sentences are selected based on the score up to a

specified number (or ratio) of sentences from the whole lecture.

3.4. Combination with Keyword-based Method

The other approach to extraction of key sentences is to focus on
keywords that are characteristic to the lecture. The most ortho-
dox statistical measure to define and extract such keywords is the
following tf-idf criterion.

��� ���� � ���� � ��� ������� � (2)

Here, term frequency ���� is the occurrence count of a word
�� in the lecture, and document frequency ��� is the number of
lectures (=documents) in which the word �� appears. �� is the
number of lectures used for normalization. Here, we regard a
sequence of nouns that appear more than twice in a talk as in-
dividual compound entries. For each sentence ��, we compute
��� ���� �

�
�����

��� ����.
Then, we introduce a new measure of importance combining

��� ���� with ������� of the discourse marker-based method.
The two are linearly interpolated with a weight �. Though a value
of the weight is chosen empirically, the final performance is not so
sensitive unless extreme values are used.

�	�
������ � � � ��� ���� � ��� �� � ��� ����

4. EXPERIMENTAL RESULTS

4.1. Preliminary Evaluation

For the preliminary evaluation, we used a set of fourteen presen-
tations and had one human subject selected key sentences. The
ratio of the key sentences among the overall sentences is 21.6%
(=233/1077). For the evaluation measures, we use recall, preci-
sion rates and the F-measure.

First, we verified the effect of heuristics on the section struc-
ture and its automatic detection using correct transcriptions. The
proposed method using the discourse markers was evaluated when
30% of the sentences are extracted based on the score �������.
The recall rate of the correct key sentences was 48.5%. For refer-
ence, when the same number of sentences was extracted from both
the beginning and end of the whole lecture, which corresponds to
the introduction and conclusion, respectively, the recall rate was
only 27.5%. When the section structure was segmented by a hu-
man expert and the initial sentences of the sections were extracted
by the same number, the recall rate was 54.2%. These results show
that the heuristics on the section structure is useful and that au-
tomatic detection of section boundaries realizes sufficient perfor-
mance with a little degradation.

For comparison, we also tested a method that detects section
boundaries based on the pause length only. For each sentence,
duration of a longer pause between the preceding and following
pauses is calculated and converted into a measure of importance
after the ��	� �� normalization. The recall rate was only 31.3%.
Thus, the proposed method is shown to be more effective in de-
tecting section boundaries and extracting key sentences.
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Fig. 1. Extraction performance of key sentences using discourse
markers (DM) and keywords (KW)

Next, the proposed method based on the discourse markers
(DM) is compared and combined with the conventional method
that focuses on topic-dependent keywords (KW). The results are
shown for respective methods and the combined case in Figure 1,
where the F-measure is plotted by changing the extraction rate of
sentences from 10 to 40%. The proposed method (DM) achieves
better performance than the keyword-based method (KW). More-
over, combination of both achieves significantly higher perfor-
mance. It means that the features the two methods capture are
quite different and have a synergetic effect when combined.

4.2. Evaluation with the CSJ Key Sentence Set

Then, we did an evaluation by using another set of data. For part of
the CSJ, key sentences labeled by human subjects will be included
in the final corpus. In this work, we made use of those available as
of August 2003. Specifically, key sentences were labeled by three
human subjects for nineteen academic presentation speeches. The
subjects were researchers in linguistics, thus they were familiar
with the academic presentation style, but were not professionals
in the area of most of the test-set. They were instructed to select
sentences which seemed important by 50% of all, and then 10%
from those 50%.

First, we investigated the agreement among the three subjects
in indexing. Here, the agreement by two persons is the average of
all combinations of the three. While relatively a higher agreement
is observed in the 50% extraction, it is much harder to get agree-
ment in the 10% extraction. Apparently, the task of selecting 10%
is more difficult and the annotation is more subjective. As a re-
sult, the number of agreed sentences becomes very small (3-4%).
Therefore, we set up experiments based on the agreed portion of
the 50% extraction data for reliable and meaningful evaluation.
Specifically, we picked up sets of sentences agreed upon by two
subjects. Since three combinations exist for picking up two sub-
jects out of three, we derived three answer sets. The performance is
evaluated by averaging for these three sets. They amount to 37.5%
of all sentences on the average. Using this scheme, we can also es-
timate the human performance by matching one subject’s selection
with the answer set derived from the other two. The recall, pre-
cision and F-measure are 83.2%, 62.7% and 0.715, respectively.
These figures are regarded as a target for the proposed system.

The proposed method based on the discourse markers (DM)
and its combination with the keyword-based method (KW) were
evaluated on this test-set. The indexing performance of key sen-

Table 1. Results of key sentence extraction from manual transcrip-
tion

method recall precision F-measure
DM 71.0% 53.3% 0.609
KW 71.7% 53.8% 0.614

DM+KW 74.0% 55.5% 0.635
human 83.2% 62.7% 0.715

DM: discourse marker (proposed), KW: keyword

Table 2. Results of key sentence extraction from ASR results

transcript. segment. recall precision F-measure
(1) manual manual 74.0% 55.5% 0.635
(2) manual auto 73.1% 45.8% 0.563
(3) auto auto 72.7% 45.6% 0.561

transcript.: transcription, segment.: segmentation

tences for the correct transcriptions is listed in Table 1. We
confirmed much the same tendency as in Fig. 1. Although the
method using the discourse marker alone was comparable to the
keyword-based method, the synergetic effect of their combination
was clearly verified.

When we compare the system performance against human
judgment, the accuracy by the system is lower by about 10%. The
proposed method performs reasonably, but it still has room for im-
provement.

4.3. Evaluation with ASR Results

We also made an evaluation using the transcriptions generated by
the automatic speech recognition (ASR) system. The indexing
method is based on the discourse marker and keyword combina-
tion (DM+KW).

Table 2 lists the recall, precision rates and F-measure in com-
parison with the case of manual transcription. Here, we also tested
the case where the sentence segmentation or period insertion is
done automatically on the manual transcription to see individual
effects. Since the derived sets of sentences for automatic and man-
ual segmentation are different, we automatically align the hypothe-
sized sentences with the correct ones, and calculate accuracy based
on the alignment.

Comparing the cases (1) and (2) in Table 2, it is observed that
the automatic segmentation has a bad effect on accuracy, espe-
cially on the precision. On the other hand, no degradation is ob-
served by adopting automatic speech recognition regardless of the
word error rate of 23%. These results demonstrate that the statisti-
cal evaluation of the importance of the sentences is robust.

The detailed results for the individual lectures in the test-set
are listed in Table 3. Here, the indexing accuracy (F-measure) of
the key sentences is shown with the word recognition accuracy and
the segmentation accuracy (=F-measure of period insertion).

5. INCORPORATION OF PROSODIC FEATURES FOR
KEY SENTENCE EXTRACTION

As we observed that sentence segmentation is more critical in in-
dexing, we investigate its enhancement by using prosodic features.
The features are also used for section boundary detection.

Our period insertion (=sentence segmentation) algorithm was
totally statistical based on lexical and pause information. We first
introduce some linguistic heuristics, and then incorporate prosodic
features. As prosodic features, we use fundamental frequency
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Table 3. List of test-set lectures with speech recognition accuracy,
segmentation performance, indexing performance

recognition segmentation indexing
lecture ID accuracy accuracy accuracy
A01M0056 85.15% 0.821 0.458
A01M0096 91.21% 0.812 0.567
A01M0151 92.21% 0.920 0.656
A01M0035 64.95% 0.505 0.529
A01M0007 78.32% 0.613 0.533
A01F0001 77.56% 0.851 0.559
A01M0025 92.18% 0.878 0.671
A01M0110 86.15% 0.915 0.598
A01F0132 87.15% 0.794 0.495
A01M0083 91.35% 0.822 0.580
A01M0137 72.74% 0.740 0.561
A01M0074 80.54% 0.745 0.484
A01M0097 84.76% 0.844 0.536
A03M0112 81.41% 0.912 0.630
A03M0106 61.37% 0.720 0.489
A03F0072 71.31% 0.735 0.591
A05M0031 74.68% 0.783 0.629
A06M0134 68.58% 0.643 0.606

YG99JUN001 69.17% 0.512 0.501
total 76.99% 0.740 0.561

(F0), which is relatively higher at the beginning of Japanese sen-
tences. We pre-select sentence boundary candidates with linguis-
tics heuristics without relying on pause information, and then com-
pute prosodic and linguistic scores. The prosodic score is derived
from a difference of average F0, which is normalized by ���� ��,
before and after the possible boundary. The linguistic score, which
was used in the baseline period insertion algorithm, is defined as
a difference of the trigram language model likelihoods with and
without a period inserted[9]. These two scores are linearly com-
bined for judgment of sentence boundaries.

For section boundary detection, we use F0 and power onset
based on the assumption that speakers emphasize the beginning of
sections to attract audiences’ attention. For each sentence, F0 and
power onset are computed and converted to a measure of impor-
tance. This measure is then linearly combined with other measures
of importance computed by the discourse markers and keywords.

The results of sentence segmentation and key sentence extrac-
tion are shown in Table 4. The indexing accuracy is improved to
0.583 from 0.561 by the enhanced sentence segmentation. More-
over, by incorporating the prosodic features, we achieved the key
sentence extraction rate (F-measure) of 0.592 for automatic speech
recognition results. The figure is close to the case of manual tran-
scriptions given. The improvement (0.561� 0.592) is statistically
significant.

6. CONCLUSIONS

We have presented an automatic key sentence extraction method
for lecture audio archives. It assumes the slide-based discourse
structure and focuses on the characteristic expressions of the ini-
tial utterances of section units defined as discourse markers. A set
of discourse markers are statistically trained in a completely un-
supervised manner, which does not need any manual tags. It real-
izes comparable performance to the conventional keyword-based
method. Moreover, the combination of the two methods signif-
icantly improves accuracy because they focus on different char-
acteristics in a lecture. We also investigate the incorporation of
prosodic features and confirm its effectiveness.

Table 4. Results of key sentence extraction incorporating prosodic
features (ASR results)

indexing segmentation segmentation indexing
method method accuracy accuracy

DM+KW baseline 0.740 0.561
DM+KW revised 0.759 0.583

DM+KW+PROSODY revised 0.759 0.592
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