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�

�
LIA/CNRS - University of Avignon, BP1228 84911 Avignon cedex 09 France�
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ABSTRACT

This paper proposes a new application of automatically trained
decision trees to derive the interpretation of a spoken sentence. A
new strategy for building structured cohorts of candidates is also
described. By evaluating predicates related to the acoustic con-
fidence of the words expressing a concept, the linguistic and se-
mantic consistency of candidates in the cohort and the rank of a
candidate within a cohort, the decision tree automatically learn a
decision strategy for rescoring or rejecting a n-best list of candi-
dates representing a user’s utterance. A relative reduction of 18.6%
in the Understanding Error Rate is obtained by our rescoring strat-
egy with no utterance rejection and a relative reduction of 43.1%
of the same error rate is achieve with a rejection rate of only 8% of
the utterances.

1. INTRODUCTION

In recent years, decision trees have been proposed for dialogue
control, dialogue act recognition, error detection in dialogue sys-
tems or for determining turns in dialogue [1, 2, 3].

This paper proposes a new application of automatically trained
decision trees to derive the interpretation of a spoken sentence with
a strategy that builds a cohort of candidates and then evaluates
predicates about the acoustic confidence (AC) of the words ex-
pressing a concept, the linguistic (LC) and semantic (SC) consis-
tency of candidates in the cohort and the rank (R) each candidate
sentence would have by just considering the likelihood of its word
sequence and the acoustic features.

With the same approach it is possible to find the probability
that the interpretation is correct or that each of its component is
correct. These results can be used by the dialogue strategy to de-
cide if it should reason with the proposed interpretation or it should
reject it by asking for a repetition, or if it is better to ask for a con-
firmation or a clarification about one or more property values.

The cohort of candidates is obtained by a network of Stochas-
tic Finite State Transducers (SFST) introduced in [4] which can
perform Language Model (LM) adaptation by boosting the prob-
abilities of the transducers which provide at the output concept
interpretations expected by the Dialogue belief. Rather than con-
sidering the N-best list of candidates, a structured N-best list is
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considered by merging the N-best lists (with N small) of word se-
quences for the most promising interpretations.

For each of the confidence parameters (AC, LC, SC and R) a
mobile threshold to decide about acceptance or rejection is consid-
ered and the difference between the percentage of correctly and the
wrongly accepted concepts is computed for each threshold value.
Intervals are derived based on this difference function in order to
adequately characterize situations where correct interpretation is
predominant, situations in which errors are predominant and situ-
ations of uncertainty. These intervals are described by predicates
appearing in questions used to train the decision strategy. Each leaf
of the decision tree is associated with a probability that the inter-
pretation carried by the candidate for which the leaf was reached
is correct.

Based on the tree outcome, the Dialogue Manager can decide
the action to take. A rescoring strategy is proposed in this paper
that reorders the different candidates according to the probability
assigned to them by the classification performed by the tree. Re-
jection can also take place based on these probabilities.

2. CONCEPT DECODING IN A SPOKEN DIALOGUE
CONTEXT

The application domain considered in this study is a restaurant
booking application developed at France Telecom R&D. At the
moment, we only consider in our strategy the concepts related
to the application domain. Section 6 presents results obtained
when system belief predicts the most frequent application depen-
dent concepts, namely: PLACE, PRICE and FOOD TYPE. They
can be described as follows:� PLACE: an expression related to a restaurant location (eg.

a restaurant near Bastille);� PRICE: the price range of a restaurant (eg. less than a hun-
dred euros);� FOOD TYPE: the kind of food requested by the caller (eg.
an Indian restaurant).

These entities are expressed in the training corpus by short
sequences of words containing three kinds of token: head-words
like Bastille, concept related words like restaurant and modifier
tokens like near.

A single value is associated to each concept entity simply be
adding together the head-words and some modifier tokens. For ex-
ample, the values associated to the three contexts presented above
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are: Bastille , less+hundred+euros and indian. In
section 6, a concept detected is considered a success only if the
tag exists in the reference corpus and if both values are identical.
It’s a binary decision process: a concept can be considered as a
false detection even if the concept tag is correct and if the value
is partially correct. The measure on the errors (insertion, substitu-
tion, deletion) of these concept/value tokens is called in this paper
the Understanding Error Rate, by opposition to the standard Word
Error Rate measure where all words are considered equals.

3. STRUCTURED N-BEST LISTS

N-best lists are generally produced by simply enumerating the
n best paths in the word graphs produced by Automatic Speech
Recognition (ASR) engines. The scores used in such graphs are
usually only a combination of acoustic and language model scores,
and no other linguistic levels are involved. When an n-best word
hypothesis list is generated, the differences between the hypothesis
i and the hypothesis i+1 are often very small, made of only one or
a few words. This phenomenon is aggravated when the ASR word
graph contains a low confidence area, due for example to an Out-
Of-Vocabulary word, to a noisy input or to a speech disfluency.

This is the main weakness of this approach in a Spoken Dia-
logue context: not all words are important to the Dialogue Man-
ager, and all the n-best word hypotheses that differ only between
each other because of some speech disfluency effects can be con-
sidered as equals.

That’s why it is important to generate not only a n-best list
of word hypotheses but rather a n-best list of interpretations, each
of them corresponding to a different meaning from the Dialogue
Manager point of view. An interpretation, for a given utterance, is
simply the string of concepts that can be extracted from it. For
example, by using the conceptual units presented in section 2,
the following utterance transcription: I’m looking for an Italian
restaurant near Bastille around a hundred Euros corresponds to
the interpretation: <FOOD_TYPE> <PLACE> <PRICE>.

We propose here to structure the n-best word hypothesis list
output by a Speech Recognition engine according to the various
interpretations that can be found in every hypothesis of the list.
The scores attached to each hypothesis remain the same. The in-
terpretations are sorted according the score of their first word string
hypothesis and the hypotheses among an interpretation are simply
sorted according to their score.

A method for directly extracting such a structured n-best list
from an utterance has been proposed in [4]. However, it is also pos-
sible, although at a higher computational cost, to first output a big
number of hypotheses, then extract their interpretations (by means
of regular grammars fro example) and finally build the structured
n-best list.

4. CONFIDENCE MEASURES

4.1. Acoustic confidence measure (AC)

This confidence measure relies on the comparison of the acoustic
likelihood provided by the speech recognition model for a given
hypothesis to the one that would be provided by a totally uncon-
strained phoneme loop model. In order to be consistent with the
general model, the acoustic units are kept identical and the loop is
over context dependent phonemes.

4.1.1. Acoustic confidence measure at the concept level

For a word hypothesis W identified by the general model ( � � )
from frame � � to frame � � , the likelihood of the corresponding
speech signal Y is compared to the likelihood of the same portion
of signal over an unconstrained phoneme loop. In order to be able
to compare the values for different words, the estimated measure
is actually the log-likelihood difference normalized by the number
of frames over which it is computed.

� 
 � � � � � � � � � �

� � �  ! # � � � & ' ( ) + � � � / � � 1 ' ( ) + � � � / 
 � � � � :
(1)

Due to the lack of constraints, the likelihood of the speech
signal over � 
 � � �

is higher than the likelihood over � � . It can be
viewed as an upper bound for < > @ B � � D . Thus, E 
 � � � > @ B H D is
a negative value that is to be interpreted as follows: the closer to
zero the more reliable is the hypothesis W for Y.

In order to score the different concept hypothesis, the previous
confidence measure easily extends to the concept level. In fact, the

E 
 � � �
for a word string hypothesis is derived from the E 
 � � �

of
each word component. Let J be a conceptual structure composed
of n words H L M N N N H � , E 
 � � � > @ B J D is approximated by :

E 
 � � � > @ B J D P LQ ST U V W X Y Z \ ] ^ ` T a
b d �e f L g � �  ! # > H e D E 
 � � � > @ e B H e D (2)

4.1.2. Acoustic confidence measure at the utterance level

As the decision tree framework described in the next section is
able to handle confidence measures at different levels (word, con-
cept and utterance), an acoustic measure is defined also at the ut-
terance level. In a first approach the average E 
 � � �

over the whole
utterance words is computed. When a solution in the n-best list is
found to have a better average E 
 � � �

than the one-best solution, it
can be assumed that the first-pass language model prevailed on the
acoustic model for the one-best hypothesis generation.

4.2. Linguistic confidence measure (LC)

In order to assess the impact of the absence of observed trigrams as
a potential cause of recognition errors, a Language Model consis-
tency measure is introduced. This measure is simply, for a given
word string candidate, the ratio between the number of trigrams
observed in the training corpus of the Language Model vs. the to-
tal number of trigrams in the same word string. Its computation is
very fast and the confidence scores obtained from it give interest-
ing results as presented in [5].

4.3. Semantic confidence measure (SC)

The two previous criterion give confidence measures at the word
or at the concept unit level. However, in a Spoken Dialogue con-
text, it’s the global interpretation of an utterance which is relevant
rather than its transcription. That’s why we decided to add to our
confidence measures a semantic criteria related to the global mean-
ing of an utterance. This is done by means of a text classification
approach. Several studies have shown that text classification tools
(like Support Vector Machines or Boosting algorithms) can be an
efficient way of labelling an utterance transcription with a seman-
tic label such as a call-type [6] in a Spoken Dialogue context. In

I - 426

➡ ➡



our case, the semantic labels attached to an utterance are the con-
cepts presented in section 2.

Three classifiers, one for each kind of concepts, have been
trained on utterances extracted from our training and development
corpora. To each utterance is attached a tag, manually checked,
indicating if a given concept occurs or not in the utterance. In order
to let the classifier model the context of occurrence of a concept
rather than its value, we removed most of the concept headwords
from the list of criterion used by the classifier. We also added to
the training corpora the automatic transcriptions of the utterances
in order to increase the robustness of the classifier to noisy data
output by the ASR engine.

During the tagging process, the scores given by the text clas-
sifier are used as confidence scores. The text classifier used in
the experimental section is a decision-tree classifier based on the
Semantic-Classification-Trees introduced for the ATIS task by [7].

4.4. Rank confidence measure (R)

To the previous confidence measures we added the rank of each
candidate in its n-best. If it’s a standard n-best list, the rank is
simply the position in the list. If it’s a structured n-best list, the
rank contains two numbers: the rank of the interpretation of the
utterance and the rank of the utterance among those having the
same interpretation.

5. DECISION TREE BASED STRATEGY

5.1. From confidence measures to confidence labels

The first step in the specification of our decision tree based rescor-
ing strategy is to define a training corpus. This corpus is made
of automatic transcription of utterances from our test corpus. We
chose to keep for each utterance all the n-best candidates (with
n=12) contained in the standard or the structured n-best lists. To
these transcriptions is also attached the concepts and the values
detected by our SFST model as described in [4].

This corpus must also contains all the confidence criterion pre-
viously defined. The main advantage of a decision tree strategy is
that one doesn’t need to have any a-priori knowledge about the
effectiveness of the criteria chosen: it’s the decision tree itself that
is going to select the relevant ones. However, because all the pre-
vious confidence scores are numerical values, one have first to find
a discrete representation of their values. Two choices have to be
done: how many discrete labels for representing the confidence
values? and with which thresholds the conversion value � label is
going to be done ?

On one hand, choosing a very small set of labels for represent-
ing a wide range of values leads to limit the discriminative power
of the tree. On the other hand, having a large set of labels splits
the training corpus in small sets of samples and may cause a data
sparseness problem. We chose to have three different labels for the
criterions AC, LC and SC: H for a high confidence, N for a neutral
confidence and L for a low confidence. Because the size of the
n-best lists to reorder is usually limited, we decided to represent
each rank by a different label.

Therefore, to each sample of the decision tree training cor-
pus are attached the following items:

� � � � � � � �
, the acoustic con-

fidence label on the whole transcription;
� � 


, the number of
concepts detected and labelled with a high confidence;

� � � , the

number of concepts detected and labelled with a neutral confi-
dence;

� � �
the number of concepts detected and labelled with

a low confidence. Similarly we will have: 
 � � � � � � �
, � � 


, � � � ,
� � �

and the rank � .
As stated in the introduction, intervals of confidence measures

are described by predicate labels. Intervals are obtained with a de-
velopment corpus based on the difference between the percentage
of correct acceptance vs. the percentage of false acceptance.

5.2. Rescoring process

In order to train the decision tree, we need first to give a label
to each sample of the training corpus. Two labels are defined:
ALL_OK andNOT_OK. The first one corresponds to samples whose
concept/value items are all correct. The second one to samples
containing at least one incorrect concept/value item.

The decision tree is then trained in order to minimize the im-
purity of the distribution of the ALL_OK and NOT_OK labels in
the sets of samples. This process stopped when no further drop in
impurity can be achieved or when the size of the set of samples at-
tached to a node is below a given threshold. The questions used at
each node of the tree are simply made from the confidence labels
presented in section 5.1.

At the end of the training process, the score attached to each
leaf of the tree is the ratio between the number of ALL_OK sam-
ples compared to the total number of samples in the set attached to
the leaf. This score represents the confidence given by the classi-
fication process that a sample contains only correct concept/value
items.

Once the tree is built, the rescoring process of a n-best list L is
as follows:

� At first, all confidence scores for each candidate of L are
calculated;

� the labels corresponding to the confidence scores are at-
tached to each candidate;

� the tree is traversed by each candidate and the score at-
tached to the leaf reached at the end of this process is given
to the candidate;

� the candidate selected in L is the first one that received a
score of being ALL_OK above a given threshold;

� finally if no candidate received a score above the threshold,
the utterance is either rejected (strategy with rejection) or a
back off candidate is chosen: the one with the highest score
according to the tree (strategy with no rejection).

6. EVALUATION OF THE RESCORING STRATEGY

6.1. Experimental set-up

Experiments were carried out on a dialogue corpus provided by
France Telecom R&D. The task has a vocabulary of 2200 words.
The language model used is made of 44K words. For this study
we selected utterances corresponding to answers to a prompt ask-
ing for the kind of restaurant the users were looking for. This cor-
pus has been cut in two: a development corpus containing 511
utterances and a test corpus containing 419 utterances. This devel-
opment corpus has been used to choose the different thresholds as
presented in section 5.1 as well as training the rescoring decision
tree. The Word Error Rate on the test corpus is 22.7%.
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6.2. Evaluation of the rescoring strategy

Table 1 shows the results obtained with our rescoring strategy with
no rejection on the development and test corpora. Two condi-
tions are examined: rescoring a standard n-best list and rescoring
a structured n-best list. The size of the n-best lists was set to 12
items: the first 12 candidates for the standard n-best list and the
first 4 candidates of the first 3 interpretations for the structured
n-best list. It is interesting to notice that the reduction in UER
is significantly higher for structured n-best lists (from 14.4% to
21.5% on the development corpus and from 14.4% to 18.6% on
the test corpus). This means that the decision tree take advantage
of this structure to improve the split between the ALL_OK and the
NOT_OK samples. In all cases, the gain obtained after rescoring
with no rejection is very significant. This gain can be compared to
the one obtained on the Word Error Rate measure: the WER drops
from 21.6% to 20.7% after rescoring on the development corpus
and from 22.7% to 22.5% on the test corpus. It is clear here that
the WER measure is not an adequate measure in a Spoken Dia-
logue context as a big reduction in the Understanding Error Rate
might have very little effect on the Word Error Rate.

Standard n-best lists
Corpus baseline rescoring UER reduction %
Devt. 12.1 10.4 14%
Test 16.7 14.3 14.4%

Structured n-best lists
Corpus baseline rescoring UER reduction %
Devt. 12.1 9.5 21.5%
Test 16.7 13.6 18.6%

Table 1. Understanding Error Rate results with and without rescor-
ing on structured and standard n-best lists (n=12) (no rejection)

Figure 1 shows the results obtained for the rescoring strategy
with rejection on the structured n-best lists: when no candidate in
a n-best list receives a score, by the decision tree, above a given
threshold, the utterance is discarded. By changing this threshold
we are able to plot a curve showing the Understanding Error Rate
as a function of the utterance rejection rate. These results are pre-
sented according to the kind of criteria used to train the decision
tree. As we can see, adding the rank of a candidate as a feature
in the decision tree training is crucial. This can be explained by
noticing that this rank is the only information the tree has about the
score given by the ASR engine to a candidate. We can notice that
the best results are obtained by using all the criteria available. A
relative reduction of 43.1% of the error rate (from 16.7% to 9.5%)
can be achieved with a rejection rate of only 8%.

7. CONCLUSION

This paper proposes a new application of automatically trained de-
cision trees to derive the interpretation of a spoken sentence. A
new strategy for building structured cohorts of candidates is also
proposed. By evaluating predicates related to the acoustic confi-
dence (AC) of the words expressing a concept, the linguistic (LC)
and semantic (SC) consistency of candidates in the cohort and the
rank (R) of a candidate within a cohort, the decision tree automat-
ically learn a decision strategy for rescoring or rejecting a n-best
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Fig. 1. Understanding Error Rate vs. utterance rejection: compar-
ison of different criterion used to build the tree

list of candidates representing a user’s utterance. A relative reduc-
tion of 18.6% in the Understanding Error Rate is obtained by our
rescoring strategy with no utterance rejection and a relative reduc-
tion of 43.1% of the error rate is achieved with a rejection rate of
only 8% of the utterances.
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