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ABSTRACT

A multiple microphone time varying filter that is an ex-
tension of the dual-microphone speech enhancement tech-
nique of [7] is proposed and experimentally analyzed. The
technique utilizes information regarding the locations of the
speech source of interest and the microphones to compute a
time varying filter that results in substantial noise reduction
over other speech enhancement techniques such as delay-
and-sum beamforming and superdirective beamforming. For
example, digit recognition results in an environment with
two speakers and a reverberation time of 0.1s show a recog-
nition accuracy rate increase of 25.2% over delay-and-sum
beamforming and an increase of 26.5% over superdirective
beamforming using six microphones.

1. INTRODUCTION

The recognition of speech by computers will one day trans-
form how and where computers are used in our society. Be-
fore this can happen, however, automatic speech recogni-
tion systems must become robust to noise and reverbera-
tion, and be able to withstand the confusion and difficulty
that they currently encounter in the presence of secondary
speech sources.

Clearly, single microphone techniques can only go so
far [4, 1, 7]. Multiple microphones enable us to separate
speech signals based on their spatial origin [7, 6]. Such a
separation can result in a significant noise reduction, which

then enables robust speech recognition to be performed. Achiev-

ing significant noise reductions is not easy. There have been
numerous techniques proposed through the years, including
various beamforming techniques [2, 6], Independent Com-
ponent Analysis (ICA) [6, 9], as well as numerous other
techniques. One of the more successful of these techniques
is the dual-microphone approach of [7] and [6]. This tech-
nique, while only valid for two-microphones, was shown to
perform much better than techniques such as superdirective
and delay-and-sum beamforming.
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The prior work on this technique, which includes [7, 8,
6], has left two questions open. The first question regards
the validity and effectiveness of the algorithm in a realis-
tic environment (i.e. an actual experiment in a reverberant
and noisy room). The second question regards the benefit
and possibility of extending this technique to multiple mi-
crophones. Both of these questions are addressed in this

paper.

2. PROBLEM STATEMENT AND PRIOR WORK

We assume that an array of M microphones is available to
record a speech source in a noisy and reverberant environ-
ment. The signal observed by the ith microphone can be
modeled as:

(El(t) = hi(t) * S(t) + ni(t) (1)

where h;(t) is the impulse response corresponding to the
speech source and the ith microphone, s(t) is the original
signal produced by the speech source, and n ;(t) is the noise
component of the 7th microphone. Now, given these record-
ings, our goal is to somehow obtain the original signal s(t)
without any knowledge of either the impulse responses or
the noises. In this paper, we will assume that the location
of the microphones and the location of the speech source of
interest are known. The problem is illustrated in Figure 1.

2.1. Preliminaries

In practice, it is easier to consider the frequency domain
version of equation 1, which can be stated as:

Xi(w) = Hy(w)S(w) + Ni(w) 2

where capital letters represent the Fourier transforms of their

lower-cased time-domain signals. In practice, since our Fourier

transform (which in reality is a Fast Fourier Transform or
FFT) is perform over a discrete and finite segment (say,
with a total of N samples), our frequency representation
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Fig. 1. The multi-microphone speech enhancement problem

will be discrete one, starting from a frequency of —wF/2
upto 7F /2 in steps of 27 Fs /N, where Fj is the sampling
rate. In order to improve the smoothing effect of the finite
segment size, each time segment is multiplied by a Hanning
(which more correctly, should be called Von Hann) window.
Furthermore, consecutive segments are half-overlapped such
that after processing, the resulting segments can be half-
overlapped and added to reconstruct the desired signal.

2.2. Time Varying Phase-Based Dual-Microphone Fil-
ters

One of the most successful solutions to the previously stated
problem is time varying phase-based filtering techniques de-
scribed by [8, 6, 7]. These techniques, which until now,
could only be applied to the two channel case, utilize the
phase difference between the signals of the different mi-
crophones as well as the expected time delays of arrivals
(TDOASs) in order to estimate the signal-to-noise ratio SNR
of each frequency component. The scaling or filtering of
that frequency component will then be performed corre-
sponding to its SNR estimate. Assuming that the TDOA
corresponding to microphone 7 and the speaker location is 7;
(this can be easily estimated from prior knowledge regard-
ing the microphone and speaker locations), the time-varying
phase-based filter is defined as:

Hiz(w) = pra(w)mz(1L,w) + (1 - pr2(w))ma(—1,w) 3)

where 712 (1, w) is defined as:

X1 (@), | Xo()]
(1, w) = M@ A @ T H @
2k X (@), [Xe(@)]

K@) T Xy T #— cos(Prz(w))

where the phase error 12(w) is defined as:
O12(w) = £X;1(w) — LX2(w) — w(T1 — T2) Q)
and p12(w) is defined as:
pr2(w) = e~ 100012(w))? (6)

Note that the phase error must be wrapped between —m and
7 in the above equation.

2.3. Beamforming

Another common technique that is used for speech enhance-
ment using prior knowledge regarding the TDOAs is beam-
forming [1, 2, 6]. Here, we will consider two beamform-
ing techniques: delay-and-sum beamforming (DSB) and su-
perdirective beamforming (SDB)[1, 2].

The DSB output can be stated as follows:

d"(w)X(w)
Ypsp(w) = A (w)d(@) M
where the steering vector d(w) is defined as:
d(w) = [ e7Jwn v e=iwm 1T (8)

and the frequency data vector X (w) is defined as:

Xu@w) " ©

A more successful beamforming technique, known as
superdirective beamforming, has been widely used for speech
enhancement in practical and realistic conditions [1, 3].

In SDB, the signal received by each microphone is fil-
tered and summed across all microphones, resulting in the
following output:

X(w) = [ X1(w) Xo(w)

Yspp(w) = %WH((U)X(W) (10)

where the weight vector is definedas W (w) = | Wi (w) Wa(w)

and can be obtained using the coherence matrix as follows:

Fvvil(w)d(w)

W(w) = - (11)
d (W)Tyy ! (w)d(w)
The coherence matrix is defined as:
1 Lviv, (W) vy (w)
PVQVI (w) 1 PV2VAI (w)
Ivv(w) = ) . .
FVMV1 (w) FVJMVZ (w) s 1
(12)
using:
d;i
T'y,v, (w) = sinc (“’ J) (13)
c

where d;; is the distance between the ith and jth micro-
phones and c is the speed of sound in air (about 345m/s).
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3. THE EXTENSION OF PHASE BASED TIME
VARYING FILTERS TO M MICROPHONES

While DSB and SDB can be readily applied to a situation
with any number of microphones, the phase-based time vary-
ing filter defined previously can only be applied to two mi-
crophones. In this paper, we have a total of M microphones
available. This means that for each microphone, a total of
M — 1 microphone pairs can be formed. Hence, for each
microphone, a total of M — 1 time-varying filters can be
obtained.

After a detailed initial analysis (which can be found in
[5]), it was discovered that a modified geometric mean of
the time-varying filters would provide the best results. In
other words, our overall filter ¥(w) for the ith microphone
can be defined as:

1/k
M /

[T Hijw) (14)

j=1,j#i

\Ilz(w) =

where H;;(w) is the time varying phase-based filter obtained
from the ith and jth microphone pair combination and % is a
value which for a standard geometric mean would be equal
to M. In this case, it was experimentally discovered that
a value of £ = 0.3M results in a more aggressive filtering
strategy but in significantly improved separation results. If
k << 0.3M, the overall filter becomes too aggressive re-
sulting in the significant loss of both signal and noise. If
k >> 0.3M, then a significant portion of the noise remains
which still prevents the proper recognition of the output.

After the geometric mean of equation 14 is used to ob-
tain the overall filter for each microphone, the filter is ap-
plied to the signal of the microphone and then delay-and-
sum beamforming is performed on the M filtered signals,
as shown below:

M

Y(w) =) Uiw)X(w)e™ (15)

i=1
4. EXPERIMENTAL EVALUATION

In order to evaluate the performance of the proposed multi-
microphone speech enhancement technique, which is the
extension of the two-channel time varying phase-based noise
removal technique of [7], a series of experiments were per-
formed. Figure 2 illustrates the setup of the experiments.
Each experiment involved two speakers, one speaking digits
in the range 0-9, and the other speaking random words. The
two speakers were synchronized to speak the digit/random
word combination simultaneously (hence, making separa-
tion a more difficult). A total of 30 digits were spoken in
each trial, and a total of 8 trials were conducted to ensure
the validity of the results (resulting in a total of 240 digit

recognitions). Only the first six microphones (the six on the
left of Figure 2) were used.

The overall signal-to-noise ratio between the two speak-
ers was OdB. The background noise resulted in a sensor
signal-to-noise ratio of approximately 20dB. The reverber-
ation time of the setup was approximately O.1s.
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Fig. 2. Room configuration showing 16 microphones on a
wall with a fixed inter-microphone distance of 0.2m.

A digit recognition module (Sensory Inc.’s Voice Ex-
treme) was used for digit recognition experiments for the
desired speaker (the one speaking digits only). The module
is a speaker-independent digit recognition system that can
achieve about an 85% recognition accuracy rate in an ideal
and noiseless environment.

The signals that were recorded from the microphones
were used as the basis of DSB, SDB, and the technique
proposed in this paper. They were segmented into half-
overlapped 1024-sample time segments, processed accord-
ing to one of the algorithms, and then overlapped and added
to reconstruct the desired speech signal. The digit recog-
nition rate comparison using different numbers of micro-
phones and different algorithms is shown in Figure 3.

As shown, the technique proposed in this paper far out-
performs the other two technique as well as the mixed sig-
nal. For the six microphone case, the recognition rate of the
Multi-Channel Time-Varying Phase-based (MC-TVP) tech-
nique proposed here is 31.9% greater than that of the mixed
signal, 25.2% greater than that of DSB, and 26.5% greater
than that of SDB. It should be emphasized that these re-
sults were obtained using 240 separate speaker independent
digit recognitions in a real reveberant environment. This is
partially why the performance of SDB is similar to that of
DSB.

5. SUMMARY

In this paper, a multi-microphone phase-based time varying
filter was proposed. The basic two-channel version of this
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Fig. 3. Digit recognition rate comparison between multi-
channel time varying phase-based filters (MC-TVP), delay-
and-sum beamforming (DSB), superdirective beamform-
ing (SDB), and an unprocessed microphone signal (which
would be the 6*" microphone).

filter was previously presented in [7]. However, the work
here extends this to the M microphone case and evaluates
its performance in a real environment.

In terms of the recognition rate, it is clear that the pro-
posed technique outperforms DSB and SDB specially when
there are more microphones available. With only two mi-
crophones, the difference between the three techniques is
not significant. One thing that does not appear in the recog-
nition results is the quality of the audio that results after
the application of the filter proposed in this paper. The per-
ceptual quality of the separated signal (using the technique
proposed in this paper) is substantially better than that of
either DSB or SDB, for 2, 4, and 6 microphones.

Clearly, the experimental analysis performed is limited
in that it is based upon a speaker independent digit recog-
nition system. In order to truly evaluate the value of the
proposed algorithm, a detailed study must be done using
current state-of-the-art speaker dependent speech recogni-
tion systems. Without such experiments, this paper and the
results therein are only a point of validation of an algorithm
that requires further investigation.

Finally, the comparisons in this paper are only meant
as a mechanism of benchmarking the proposed algorithm.
Numerous techniques, such as postfiltering (which, by the
way, is also a time varying filter) can achieve considerable
speech separation results. In this paper, postfiltering was not
compared but clearly, this is an avenue of future research
and emphasis [5].
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