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ABSTRACT
In this paper, a new frame work of distributed speech 

recognition (DSR) over wireless fading channels is proposed. 
2D-DCT based compression method and an iterative bit 
allocation algorithm are developed for source coding, while 
short BCH code integrated with interleaving proposed for 
channel coding. The high correlation among speech feature 
parameters in temporal domain is well exploited in the 2D-DCT 
based compression, and a carefully designed iterative bit 
allocation algorithm can very efficiently make use of every bit 
transmitted. The very low bit rate provides planning space for 
strong error control. Short BCH code integrated with 
interleaving is initially proposed to efficiently handle the severe 
bursty errors usually encountered in wireless fading channel. 
Overall system simulation based on a GPRS wireless channel 
simulator indicated significant recognition performance 
improvements is achievable at a bit rate of 3.4 kbps as compared 
to the conventional SVQ compression approach (with bit rate 4.4 
or 4.8 kbps). The low computation requirements for all processes 
involved make it easy to implement them in the mobile phone 
clients with existing technologic. 

1. INTRODUCTION 
DSR is getting more and more important because of its 

compatibility to the network environment. The client-server 
architecture is very attractive because the computation 
requirements for the hand-held devices can be very low. There 
are in general two main approaches to the client-server model. 
The first is to use an existing speech codec, such as that used by 
the GSM system, to extract speech features and transmit them 
over the network. The speech recognition is then performed at 
the server based on features received after the transmission. The 
second approach, on the other hand, is to extract recognition-
oriented features locally at the client, then compress and transmit 
them to the channel to the server for recognition. The 
discussions of this paper are based on the second approach. 

In a prior work [1], the Mel-frequency cepstrum 
coefficient (MFCC) vectors were first grouped into blocks, and 
2-D discrete cosine transform (DCT) was applied to the blocks. 
The DCT coefficients with small energy were set to zero and 
zigzag sampling, scalar quantization, run-length algorithm and 
Huffman coding were then performed. Very good recognition 
accuracy was achieved on the TI digit task at 624 bps. However, 
with run-length algorithm & Huffman coding, the errors 
inevitably occurring during wireless transmission in the fading 
channels may seriously propagate at the receiving end and 
degrade the recognition performance. In this paper, we learn the 
concept of the prior work, but develop a whole set of source 
coding and channel coding techniques to handle the problems 
here. 2D-DCT and iterative bit allocation algorithm are specially 

designed for the source coding to make use of the special 
characteristics of the speech feature parameters, while short 
BCH code integrated with interleaving [2] are used for the 
channel coding to combat with the bursty errors in wireless 
fading channel. Very encouraging results were obtained in the 
preliminary experiments.

2. PROPOSED APPROACH 
The block diagram for the proposed system is shown in 

Fig. 1. At the client end, the feature vectors of the speech signal 
are first grouped into blocks. The source encoding includes 2D-
DCT performed on these blocks and the quantization of the 
important components, thus obtained with carefully designed 
codebooks. The channel encoding includes short BCH encoding 
integrated with interleaving so are to protect the compressed 
speech information. These encoded data are then transmitted 
over wireless fading channels. At the server end, the received bit 
streams de-interleaved and BCH decoded first, and then the 
outputs are de-quantized and grouped into blocks for inverse 2D-
DCT. The reconstructed feature vectors are finally used for the 
recognition. Only the static feature parameters were encoded, 
quantized and transmitted; the delta and delta-delta features are 
computed at the server. The details of the source coding and 
channel coding are explained in sections 3 and 4 respectively, 
while the simulation results including those for a GPRS wireless 
channel is presented in sections 5 and 6. 
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Fig. 2 Feature Vector Blocks and 2D-DCT

3. SOURCE CODING 
3.1 Feature Vector Blocks & 2D-DCT 

It has been reported that the first several MFCC parameters 
need more bits than other parameters in SVQ-based DSR 
approaches. This leads to the feature vector blocks and 2D-DCT 
scheme proposed here, as shown in Fig. 2. Every feature vectors 
includes 13 parameters, c1~c12 plus the log-energy. Every 6 
feature vectors form a segment, c1-c6 and c7-c12 of such a 
segment are respectively grouped into matrices B1 and B2, which 
are then 2D-DCT transformed into matrices S1 and S2.  The log-
energy is handled separately using approaches for inter-frame 
SVQ [3]. As shown in Fig. 3 because the inter-frame correlation 
across time is much higher than intra-frame correlation among 
different parameters for the MFCCs, in S1/S2 most energy is 
concentrated in the first and second columns. Therefore instead 
of using zigzag sampling as was done before, we should only 
need to select important components from the first and second 
columns of S1 and S2 and quantize them. All other components 
can be set to zero. 
3.2 Optimal Bit Allocation for Selected Components 

Here, we try to perform optimal bit allocation to the most 
important 2D-DCT components by evaluating the degradation of 
recognition accuracy when deleting each component as well as 
losing each bit in each component, as given below. 

First, we develop a simple approach to rank the relative 
importance of the components out of the 24 coefficients (the first 
two columns of S1, S2). Initially, we assign enough bits (eg: 8 
bits each) to train each component’s non-uniform scalar 
quantization codebook, and evaluate the increase of error rates 
when deleting each single component, and rank the importance 
of these components according to the increase of error rates. 
Based on this ranking, a total of L coefficients in order of 
importance, denoted b1~bL below, can be selected, where b1 is 
the most important and bL the least important. 

An iterative bit allocation algorithm is then developed here 
as described below. We first set a maximum acceptable 
recognition error rate, R0= , and then the recursive search 
algorithm includes two steps as follows. 

Step1: This step main include many small stages. In each 
stage, one bit is removed from all the components b1~bL, re-train 
the codebook for each component and evaluate the error rate. If 
the error rate is still lower than , the same stage is repeated, i.e, 
one more bit is removed from all components, etc. This step 
terminates when the error rate exceeds .

Step2: This step includes two stages. In the first stage, we 
add one bit to b1, the most important component, then cheek if 
the error rate is reduced below . If no, we further add one bit to 
b2, the second important component, and so on. When the most 
important m components, b1, b2…bm, all obtain one more bit and 
the error rate eventually becomes lower than ,  the stage stops. 
The bit number for b1, b2…bm are now fixed. In the next stage, 
the importance of the rest of the components, bm+1, bm+2….bL are 
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Fig. 4 BCH code, Interleaving & Bursty Errors 

re-ranked using the approach mentioned above, i.e: evaluating 
the increases of error rate when deleting each single components. 
After this re-ranking, we have a new set of coefficients to be 
considered, b1~bL-m, where b1 is the most important and bL-m the 
least important. Now go back to step1 with this set of 
components b1~bL-m. The iterative bit allocation algorithm 
terminates when the bit number for all components are fixed. 
The above algorithm requires a large training/testing corpus to 
allocate right number of bits to the components. The test results 
will be given in section 5. 

4. CHANNEL CODING 
BCH code is a subclass of cyclic codes, which are 

originally designed for handling random errors. For an (N,k,t) 
BCH code, N-k cheek bits are used to protect k information bits, 
and the total number of transmitted bits is N. If there are less 
than t errors in the received N bits, the BCH decoder can correct 
all the errors and recover the original information bits [2]. 
However if there are more than t errors in the N bits, BCH code 
can’t be able to handle these errors, so BCH code alone is not 
helpful for fading channels with bursty errors. Interleaving has 
been used to disperse the bursty errors and make the bursty 
errors distributed like random errors. The degree which the 
bursty errors can be dispersed depends on the interleaving depth, 
which has to do with the time delay, an important issue in real 
time operation. In this research we integrate BCH code with 
interleaving to handle the bursty errors in wireless fading 
channels. 

Fig. 4 illustrates an example of how interleaving can 
help to disperse the bursty errors. Assume a simple (4,2,1) BCH 
code is used and F is used to denote the check bit. Fig 4(a) is the 
case of without interleaving. Every row in Fig 4(a) is the four 
bits, where the first two are information bits while the next two 
F’s are check bits for them. So in the 4 rows of Fig 4(a), a total 
of eight information bits (1,2,3,4,5,6,7,8) are transmitted 
together with eight check bits. The transmitted sequence is listed 
below in the figure. If a bursty error occurred, for example, the 
bits in the second row are all erroneous as shown in the figure, 
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Coefficients S1,1 S1,2 S1,3 S1,4 S1,5 S1,6

Ranking 1 4 8 7 3 6 
Coefficients S1,7 S1,8 S1,9 S1,10 S1,11 S1,12

Ranking 11 9 15 18 19 21 
Coefficients S2,1 S2,2 S2,3 S2,4 S2,5 S2,6

Ranking 5 12 10 14 13 2 
Coefficients S2,7 S2,8 S2,9 S2,10 S2,11 S2,12

Ranking 16 22 20 23 24 17 
Table I:  Importance Ranking for S1/S2 Components 

Coefficients S1,1 S1,2 S1,3 S1,4 S1,5 S1,6

Bit Allocation 5 5 4 4 5 5 
Coefficients S1,7 S1,8 S1,9 S1,10 S1,11 S1,12

Bit Allocation 3 3 3 3 0 0 
Coefficients S2,1 S2,2 S2,3 S2,4 S2,5 S2,6

Bit Allocation 5 4 3 3 4 5 
Coefficients S2,7 S2,8 S2,9 S2,10 S2,11 S2,12

Bit Allocation 3 0 0 0 0 2 
Inter-Frame Log-Energy SVQ: 6 bits 

Table II: Bit Allocation for S1/S2 Components at 1.45 Kbps

there is no way to recover the information bits(3,4) because the 
associate check bits are also erroneous. When interleaving is 
used, on the other hand, as shown in Fig 4(b) the bit sequence to 
be transmitted becomes column-wise instead, also listed below 
in the figure. In this case it is clear the error burst is actually 
dispersed across the four rows, and they can all be recovered 
because in each row there is only one bit error. This is why 
integrating interleaving with BCH code can protect the 
transmitted data very well against the bursty errors. The 
interleaving depth is in fact the number of rows in Fig 4, with 
which the interleaving to be performed as a group.

5. EXPERIMENTAL RESULTS FOR SOUCE CODING
5.1 Iterative Bit Allocation 

The iterative bit allocation algorithm was carried out with 
a large-vocabulary Mandarin speech corpus. The speech signal 
was originally recorded in normal laboratory environment and 
down-sampled from 16 kHz to 8 kHz. The hamming window 
length for feature extraction was 32 ms, with window shift 10 
ms. 40,000 sentences were used in training, by 100 male and 100 
female speakers, 200 sentences from each. The acoustic models 
for recognition tests were trained from uncompressed data. The 
test data included 1635 sentences, produced by 2 male and 3 
female speakers. The error rate used was the free-decoded 
syllable error rates considering the monosyllable nature of 
Mandarin Chinese, i.e, the syllable error rates without 
knowledge of lexicon and language model. The baseline syllable 
error rate was 39.34%. In order to simulate all the operations in 
an existing mobile phone, we truncated all the original feature 
parameters from 32 bits to 16 bits, and used 16 bits 
multiplication & addition in all following experiment [4]. 

The initial ranking obtained with the approach mentioned 
above for the relative importance for the 24 components in the 
2D-DCT matrices S1,S2 are listed in Table I, in which Si,k, are 
the k-th components in Si (i=1, 2), and the ranking is from 1 to 
24, where 1 indicates the most important and so on. We can see 
that the components of the first columns of either S1 or S2 are 
always more important than those of the second columns, and in 
general the components of S1 was more important than those of 

Table III: Experimental Results for Aurora II Corpus

S2. Based on the results in Table I, we selected the 10 most 
important components of S1 and 8 most important components 
of S2 to perform the iterative bit allocation algorithm. We set the 
maximum acceptable error rate =39.34%, the baseline error 
rate without compression. We found that the data rate can be 
compressed to as low as 1.45 kbps without any error rate 
increase as compared to the baseline (39.34%). The bit 
allocation for this method is given in Table II. If we allowed 

=1% higher than the baseline, i.e. =40%, then we could even 
compress the data rate down to 1.2 kbps, which gave an error 
rate of 39.89%. 
5.2 Tests with Aurora II Corpus and Noisy Environment 

Because the above bit allocation was obtained with a 
Mandarin speech corpus, it is reasonable to wonder whether it is 
over-fitted to that database. It is also interesting to investigate 
how it works with noise environments. This is why in this 
section we tried to apply the 2D-DCT compression with the bit 
allocation obtained above on a completely different corpus, the 
Aurora-II English digit corpus.  We used the Aurora Front-End 
to extract 13-dimentional feature vectors, C1~C12 & log-energy. 
Only the quantization of the log-energy was based on Aurora’s 
specification, while all the other coefficients C1~C12 were
compressed with the 2D-DCT and bit allocation discussed above 
and trained with the Mandarin corpus. The baseline experiment 
for feature parameters without compression gave an accuracy of 
99.01%, the average clean sentence accuracy of test A, B & C. 
With the compression based on 2D-DCT and bit allocation, the 
accuracy was 98.42% at bit rate of 1.45 kbps. We can conclude 
that the difference is practically negligible, and this may verify 
that the compression approach proposed here should be equally 
applicable to different corpus and different tasks. 

The experimental results for Aurora II database with noisy 
environment for clean speech training condition are summarized 
in Table III. The results for exhibition hall noise and car noise 
are separately listed in the left half of the table, while Test A 
also listed is the average of four noise conditions, where three of 
them are primary stationary. Similar on the right half of the table, 
the results for Restaurant noise and Airport noise are separately 
listed. Also listed is Test B, which is the average of four noise 
conditions, where three of them primarily non-stationary. In 
each case the number listed here is the average of accuracies for 
six noise levels: clean speech, SNR of 20, 15, 10, 5, 0 dB. The 
bit rate for the compression is 1.45 kbps. From table III, we can 
see that when the additive noise was non-stationary (right half of 
the table) the proposed 2D-DCT compression and bit allocation 
only very slightly degrades the accuracy as compared to the 
uncompressed features. In some cases the compressed features 
even perform slightly better. On the other hand, when the 
additive noise is primarily stationary, a degradation of about 
2.0~3.5% in accuracy is observable. This phenomenon may be 
explained as follows. The 2D-DCT compression very much 
depends on the correlation of the cepstral coefficients in 
temporal domain. When the noise is primarily stationary, some 

 Stationary Noise Non-stationary Noise 

Accuracy Exhibition Car Test A Restaurant Airport Test B

Baseline 71.03 66.99 67.62 58.07 60.82 62.94

2D-DCT 68.66 63.74 65.97 59.12 60.43 62.19
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characteristics of the noise may be somehow absorbed into the 
feature components during the 2D-DCT compression, thus 
disturbs the coefficients and produces the mismatch. When the 
additive noise was non-stationary, on the other hand, the 
disturbance on feature parameters are lowly correlated in 
temporal domain, thus more or less rejected by the 2D-DCT 
compression.

6. SIMULATION RESULTS OVER GPRS WIRELESS 
CHANNEL

The source coding and compression approaches proposed 
here in this paper seem to work satisfactorily as presented in the 
above experimental results. It is then important to check whether 
the channel coding approaches proposed here can properly 
complement the source coding approaches on the one hand, and 
can handle the problems for a wireless fading channel on the 
other hand. This is why in this section we try to perform the 
simulation for an overall DSR system over a wireless channel. 
This includes the source coding, the channel coding, the fading 
channel simulation, and speech recognition. The General Packet 
Radio Service (GPRS) was chose simply as an example for 
wireless channels. GPRS was been developed by ETSI to 
enhance the GSM system based on the packet switching 
framework. GPRS shares the GSM frequency bands and uses 
several properties of the physical layer of the GSM system. It 
includes four different error control code schemes, CS1~CS4, 
each with a different code rate. 

The GPRS simulation software was developed by NTU 
Wireless-Communication-Lab, in which all complicated 
transmission phenomena have been carefully taken care of, such 
as the propagation model, the multi-path fading, the Doppler 
spread, etc. The example results presented below are based on 
the following simulation configuration: 15dB additive white 
noise, typical urban (TU) environment (a more frequently 
encountered with more severe fading problem), client traveling 
speed of 0/3/50/100/250 km/hr, one antenna and hard decision at 
receiver. We chose CS3, CS4 (with relatively weak protection) 
as testing code schemes. We used the source coding mentioned 
above including 2D-DCT compression and bit allocation with bit 
rate at 1.45 kbps, and (7,3,2) BCH code plus interleaving as the 
channel coding, so that the total transmission rate was 3.4 kbps. 
The tested task was Mandarin syllable recognition and the 
performance measure was syllable accuracy. 

Three interleaving depths were tested, 1, 2, 3 block delay, 
where each block includes 6 frames of feature vectors with a 
length of 60 ms. The conventional intra frame SVQ compression 
scheme with or without error concealment based on interpolation  
were also performed here for comparison. The SVQ scheme 
compressed each feature vectors into a 44-bit symbol, and for 
error concealment purposes the symbol errors were detected by 
cyclic redundancy code [5], for which 4 extra bits are added to 
each to each symbol. So the total transmission rate for SVQ 
scheme was 4.4 or 4.8 (without/with error concealment) kbps. 

The training data was the same as mentioned in section 5.1 
and the test data included 1635 sentences, produces by 3 male 
and 2 female speakers, which was different from the test data in 
section 5.1. The simulation results for the overall system are 
shown in Fig.5. It can be seen from the figure that the SVQ 
scheme gave reasonable results (e.g. 58.75% at 100 km/hr, 
taking CS4 as an example), the error concealment offered very 
good improvement (e.g. 60.5% at 100 km/hr), while the 
proposed DCT approach achieved much better performance (e.g. 
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 Fig. 5 Overall System Simulations 

61.08% at 100 km/hr) at a bit rate of 3.4 kbps even with 
interleaving depth of only 1 block (60ms delay). Deeper 
interleaving certainly provided even better results. The 
degradation was moderate even if the client speed went up to 
250 km/hr (e.g. 61% for Delay-3, CS4). Similar situation can be 
found for the case of CS3. 

7. CONCLUSION
An overall source/channel coding compression and error 

control framework for DSR is proposed in this paper. Iterative 
bit allocation algorithm offers very low bit rate, which in turn 
provides enough space for strong error control by BCH code and 
interleaving. Very significant important in recognition accuracy 
were obtained in the simulation. Although it seems that the 2D-
DCT compression may suffer some degradation for stationary 
noise, substantial works have been reported that many new 
approaches are emerging which may be able to handle the 
problem of stationary additive noise. It should be pointed out 
that the computation requirements for all the processes 
mentioned here, including 2D-DCT, scalar quantization, BCH 
code and interleaving are all reasonably low, so it will be easy to 
realize the system in mobile phone clients with existing 
technologic.
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