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ABSTRACT 

This paper proposes a novel method for chin contour 
estimation. First, we estimate several possible chin loca-
tions. A modified Canny edge detector is then used to 
extract edges from the face image. Using these estimated 
chin edges and chin locations, we obtain a number of 
curves as candidates of the chin contour. A confidence 
score that measures the likeliness of a curve being the 
actual chin contour is used to select the most likely can-
didate. If the confidence score of the most likely candi-
date is high enough, then the estimated chin contour may 
be used as a feature for face recognition. Experimental 
results show that the proposed algorithm can extract the 
chin contours of human faces with good accuracy and the 
reliable estimated chin contours can improve the face 
recognition rate.  

1. INTRODUCTION 

Automatic face recognition has been an active research 
area over the past few years. Most analytic face recogni-
tion approaches extract geometric features such as loca-
tions and shapes of facial organs [2,3,4] and perform face 
recognition by comparing the facial features of different 
faces [1,5]. The shape of a chin is an important feature 
for a human to recognize a face. Works have been per-
formed to estimate chin contours. For example, [5] esti-
mates a chin contour using active contour models. In [6], 
a chin contour is estimated by a deformable template 
consisting of two parabolas. However, few face recogni-
tion methods use the shape of chin contour as a geomet-
ric feature. One reason is that an estimated chin contour 
sometimes can deviate wildly from the true contour due 
to lack of prominent edges between the chin region and 
the neck region. Another reason is the geometric feature 
of the chin contour is not robust for face recognition un-
der varying pose.  

In this paper, we propose a novel method to esti-
mate chin contour assuming the eye corners, mouth cor-
ners, and noses are known. It is found that the location of 
the lowest point of the chin (called chin point in the fol-
lowing) can be estimated from some facial distances us-
ing the least- square-fit approach, which allows a search 
window to be constructed for estimating the chin contour. 
A modified Canny edge detector is proposed to extract 
the chin edges that may have the same direction and lo-
cation as the chin contour. Using these chin edges and 
the possible locations of the chin, several pairs of curves, 

which are not restricted to parabolas, are modeled as the 
contour candidates. Then a confidence score is intro-
duced to evaluate the reliability of the contour candidates 
and the best candidate is chosen to represent the chin 
contour. If two faces have similar poses and the esti-
mated chin contours are reliable, then geometric distance 
between the chin contours may be used for face recogni-
tion. Experimental results show that the proposed algo-
rithm can extract chin contours of human faces with 
good accuracy and the extracted chin contours are effec-
tive to enhance the face recognition. 

2. LEAST MEAN SQUARE ESTIMATION OF 
CHIN LOCATION 

There are some interrelations of locations of chin, eyes, 
mouth and nose in a human face. Hence, we anticipate a 
high correlation between the lower lip-chin distance, 
denoted as d, and the facial distances d1, d2, d3 and d4, as 
defined in Fig. 1 

         

A high correlation between d and these facial distances 
allows d to be estimated using these facial distances by 
minimizing the mean square error, 

])ˆ[( 2ddEe −=     (1) 

where d̂ is an estimate of d. In our algorithm, d2, d3 and 
d4 is used as the estimation parameters, i.e. 
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To evaluate the relationship between d and these facial 

Fig. 1 Definition of the facial distances and chin point c0.
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distances, we have selected a total of 383 images from 
the Purdue University database as the training data. To 
facilitate our investigation, the location of eyes, eye-
brows, noses and mouths in the training images were 
carefully and manually located. Thus

1a , 2a  and 3a
can be obtained based on Least Mean Square Estimation. 
Experimental results show that d is always within 

]4ˆ,3ˆ[ σσ +− dd , where σ is the standard derivation of 
d.

3. CHIN CONTOUR ESTIMATION 

A novel method to estimate a chin contour that passes 
through c0, c1 and c2 is proposed. c0 = (x0, y0) is the loca-
tion of the  chin point, c1 = (x1, y1) and c2 = (x2, y2) are 
the two points on the side of the lower face boundary 
(see Fig. 2). 

3.1. Identification of Search Window 
Given an image, the face and neck region is segmented 
from the background and the facial organs such as eyes, 
mouth and nose are located, which can be achieved using 
an algorithm such as [1]. Then d2, d3 and d4 are deter-
mined, which are used to obtain c 0, an initial estimate of 
c0 using (2). A rectangle search window B is constructed 
for the chin contour as shown in Fig.2. The width of B is 
the distance between the mouth corners. The upper and 
lower boundary of B is c 0 σ3−  and c 0 σ4+  respec-
tively.  

3.2. Edge Detection Using Modified Canny Edge De-
tector

A chin contour is the curve that separates the chin region 
from the neck region. Its location is revealed by long 
edges that can be connected together to form a continu-
ous curve. In this paper, we call such edges ‘chin edges’ 
and propose a modified Canny edge detector to detect the 
potential chin edges. The original Canny edge detector [7] 
does not impose restrictions on the gradient directions, 
but our modified one will exclude some false edges with 
unfit gradient directions. 

With the prior knowledge that the chin edges should 
approximately be a continuous circular curve, it is rea-
sonable to impose an additional constraint on the poten-
tial edge points in order to eliminate edges that do not 

have a similar direction as the chin contour. To introduce 
such constraint, the coordinate of the nose tip is firstly 
chosen as the origin. For each potential edge point, the 
bearing of its coordinate from the origin is computed and 
denoted as θ . An allowable range of φ2  is established 
for each edge point for testing as shown in Fig. 2. Any 
potential edge point having its edge direction in between 
( φθ ± ) will be retained, otherwise it will be discarded. 
The value of φ  can be chosen between °30 to °45 . The 
comparison of the edge map between the original detec-
tor and modified detector is illustrated in Fig.3. It reveals 
that most of the unwanted edges inside the search win-
dow are eliminated using the modified Canny edge de-
tector. 

            

3.3. Determination of 
ic0ˆ , 1c  and 2c

The next step is to estimate the possible locations of the 
chin point c0, which are denoted as ic0ˆ , where i∈[1,N].
The location of c0 can be revealed by horizontal projec-
tion and edge existence. 

Under normal light condition, there is often a sharp 
intensity drop for pixels along l1 in region B, producing a 
U-shape horizontal projection as shown in Fig. 4b. The 
amount of the intensity drop can be measured by 

∑ ∑∑
+

≠
−= ==











−=

ky

k
kyl

m

mx

m

mx

lxIyxIkyp

0
,

1

1

0

1

0

),(),(2)(  (3) 

where I(x,y) is pixel intensity at the location (x,y), m1, m0
are locations of the right and left mouth corner. The pix-
els along l1 in region B should have many edge points. 
This can be measured by
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where T(x,y) is the edge map obtained by the modified 
Canny edge detector. T(x,y) is 255 if there is an edge 
point at (x,y), and 0 otherwise. Based on computed val-
ues of p1(y) and p2(y), we can assign a score to each row 
in region B such that 

).()()( 21 ypypys +=          (5) 

Let ymax be the value of y that maximizes s(y). l1 is then 

B

Fig. 2. Location of the control points and the allow-
able direction range of the potential chin edge.  

(c)(a) (b)
Fig. 3. Comparison of the edge maps between the origi-
nal Canny edge detector and the modified Canny edge 
detector: (a) original image; (b) original Canny edge 
detector; (c) modified Canny edge detector
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given by the equation y = ymax. The chin location c0 is 
chosen as the intersection between l1 and the l5. However,
in some cases, s(ymax) may not be significantly higher 
than other s(y). This implies that the c0 suggested by 
s(ymax) may not be the real c0. To tackle this problem, we 
select multiple candidates for c0. A pixel along l5 and 
within region B is chosen as ic0ˆ if s(y) > s(ymax)/2. We 
assume that the face and the neck have been segmented 
from the background. Since c1 and c2 are face boundary 
points passing through by l3 (see Fig. 1), they can be 
found easily. 

3.4. Chin Contour Modeling  

We shall model a chin contour by two curves. The left 
curve passing through c0 and c1 models the chin contour 
on the left face and the right curve passing through c0
and c2 models the chin contour on the right face. The 
following discussion will concentrate on the right face, 
which can be easily extended to the left face. The right 
curve that models the right chin contour is given by 

k
k xby ⋅=        (6) 

with c0 as the origin and k= 2, 3, 4 or 5. For each of the 
ic0ˆ , i∈[1,N] which are the candidates of c0 estimated in 

the previous step, we are to find the values of bk and k
that can produce a curve that best fits the right chin con-
tour. Note that the value of bk is fixed when k, c0 and c2

are known.  
Now we need to define a criterion that measures 

how well a curve fits a chin contour. The criterion allows 
us to determine the optimal values for k and c0. Intui-
tively, a curve that has the most chin edges in proximity 
is a good candidate. We shall first define the proximity of 
a right curve in region F by a set RR that contains all pix-
els on the curve and pixels adjacent to the curve (see Fig. 
5). Hence, for all pixels in RR, we define PR as the per-
centage of pixels that are chin edges. The percentages PR
are computed for all possible values of k and c0. Simi-
larly, we define RL and compute PL. A chin curve con-
sists of a left curve and a right curve passing through the 
same c0. We now choose the chin curve that has the 
highest confidence score, which is defined as: 

2/)( RLC PPs += .          (7) 

A high score means that the estimated chin contour is 
likely the real chin contour.  

4. ENHANCE FACE RECOGNITION BASED 
ON THE DETECTED CHIN CONTOUR 

Given a test face image, single view based face recogni-
tion is to find an image in a gallery that best matches the 
test image. Lam [1] proposed an analytic-to-holistic ap-
proach for face recognition based on a single front view. 
It first detects 15 fiducial points in a test face image. 
Base on a 3D head model, the rotation of the face is es-
timated using geometric measurement. Then the analytic 
features and holistic features of the face image are com-
pensated based on the estimated pose to generate the 
corresponding features for front view. Similarly, the 
compensated analytic features and holistic features for 
the front view of each face image in the gallery are ob-
tained. Finally point matching and template matching 
methods are employed for feature comparison and a 
similarity list is obtained as the recognition result. The 
list contains face images in the gallery ranked according 
to their similarity to the test face image. The candidate 
that has the highest ranking is the one that best matches 
the test image.  

In this paper, we propose a method to improve the 
recognition rate of a face recognition algorithm using the 
estimated chin contour. Experiments based on Lam’s 
face recognition algorithm [1] are used to test the pro-
posed method. All estimated chin contours in the gallery 
images are manually checked to ensure that they are cor-
rect.

Given a test image, the method first generates a list 
of similar images using Lam’s algorithm. The image at 
the top of the similarity list is the candidate. The method 
first checks if the test image and the candidate have 
similar poses. Lam’s algorithm provides estimation of 

tθ  and 
eθ  which are in-depth face rotation angles of the 

test image and the candidate respectively. If εθθ >− et
,

then the pose difference is regarded as too big for the 
estimated chin contour to be useful. If the test image and 
the candidate have similar poses, the method will test if 
the estimated chin contour in the test image is reliable. If 
both PL and PR are lager than a thresholdδ , the esti-
mated contour is regarded as reliable and can be used to 
enhance the face recognition as follows. We compute 

te
chinD , the geometric distance of the chin contours in the 

test image and in the candidate image. If te

chinD is larger 

than a threshold η, the candidate which is currently at the 

Fig. 5 Curve range RR.

Fig. 4. (a) Chin image; (b) Horizontal projection inten-
sity in each row of region B. 

(a) (b)
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top of the list will be discarded and the second one will 
be promoted to the top as a new candidate. Then te

chinD
will be computed again for the new candidate and com-
pared to η. This process continues until η≤te

chinD .   

chinD , the geometric distance between two chin 
contours, is computed as follows. Sample the section of 
the chin contour below 6l  (see Fig. 3) by n points with 
uniform step size to form a chin contour array 

niyxip ii ,...,1),,()( == . The chin contour array will be 
normalized and aligned to the detected point 0c . The 
geometric distance between the two chin contours is de-
fined as 

∑
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where )('1 ip  and )('2 ip  are normalized and aligned 
chin contour arrays respectively. The rotation matrixes A
and B are used to compensate for the effect of face rota-
tion in image plane. 1β  and 2β  (the angles of rotation 
in image plane) are estimated by Lam’s algorithm.  

5. EXPERIMENT RESULTS 

The chin contour estimation algorithm was tested using 
133 images in the Purdue University database and 200 
images in the Olivetti face image database, which are all 
outside the training data. The proposed algorithm suc-
ceeded in tracking the chin contour in most of these im-
ages. Examples of the extracted chin contours are illus-
trated in Fig. 6. The results show that the proposed algo-
rithm can track the chin contour with good accuracy. 

The use of the chin contour for face recognition is 
investigated by doing experiments on 200 face images in 
the Olivetti face image database. 40 frontal view images 
is used as gallery images and 160 images used as test 
images. 81 test images are not qualified to use the addi-
tional chin contour information because they fail either 
the reliable chin contour estimation condition or the 
similar pose condition. For the remaining 71 test images, 
the estimated chin contour information was used and the 
recognition rate is increased from 88.7% to 94.3%. For 
all the 160 test images, the whole recognition rate is in-
creased from 84% to 86%. 

6. COCLUSIONS 

A new approach of chin contour estimation using a 
modified Canny edge detector is first proposed. By using 
the detector, chin edges can be estimated and a curve can 
be obtained to represent the actual chin contour of a hu-
man face. If two faces have similar poses, then geometric 
distance between two reliable chin contours may be used 
for face recognition. Experimental results show that the 
proposed algorithm can extract chin contours of human 
faces with good accuracy and the extracted chin contours 
are effective to enhance the face recognition.
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Fig. 6. Simulation results of chin contour estimation. 
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