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ABSTRACT

A widely adopted algorithm for the audio segmentation is A grc;, — Elogm\ i log |31 | — (N —1) log [Sla| — AP
based on the Bayesian Information Criterion (BIC), applyed within 2 2 2
a sliding variable-size analysis window. In this work, three differ- )
ent implementations of that algorithm are analyzed in detail: (i) L ) dlds1
one that keeps updated a pair of sums, that of input vectors and tha{Or each time index, whereP = % (d +4 2+ )) log(N), and
of square input vectors, in order to save computations in estimat-2, X1 and are the covariance matrixes estimatecon. . oy,
ing covariance matrixes on partially shared data; (i) one, recently 01 - .. 0; andoi11 ... on, respectively. The value afthat max-
proposed in the literature, that exploits the encoding of the input imizes ABIC; is the most likely time index for a change and if
signal with cumulative statistics for the efficient estimation of co- ABIC;,,,, > 0 thenin.. is confirmed to be a change. The sen-
variance matrixes ; and (iii) an original one, that encodes the input sitivity of the method can be tuned by adjusting the value the
stream with the cumulative pair of sums of the first approach. particular task under consideration.

The three approaches have been compared both theoretically
and experimentally, and the proposed original approach will be 2.1. Multiple Spectral Changes Detection

shown to be the most efficient. . .
In order to apply the above described method to an arbitrary large

number of potential changes, we implemented the algorithm de-
1. INTRODUCTION picted in Figure 1, inspired by that proposed in [6]. The main idea
is to have a shifting variable-size window for the computation of
In the last years, many efforts have been devoted to the problemg,c y5ues. Moreover, in order to save computations, BIC values

of "’;]Ud'o seé;mer;tatlolr_l by the r;essarch cor;mum:]y. This 'Sf due 4re not computed for each observation within the window, but at a
to the number of applications of this procedure, that range from |, yer resolution rate, that is increased when a potential change is
the information extraction from audio data (e.g. broadcast news, jatected. to validate it and to refine its time position.

meetings recording), to the automatic indexing of multimedia data . .
g 9), g ’ The main steps of the algorithm are:

to the improvement of accuracy of recognition systems. )
A widely used approach to audio segmentation is based on theSearch start ABIQ valueg are Com.pUted only for the firSty,in
Bayesian Information Criterion (BIC) [1, 2, 3, 4, 5, 6]. In partic- observationsNV,.i» is the minimum size of the window, that has to
it e be small to contain no more than one change, but large enough to

ular, in [5] an efficient approach to the shift variable-size window A ; L X
algorithm has been proposed. The input audio stream is proglres_aIIow computation of reliable statistics. Values are computed with
' low resolutiond;, i.e. 1 observation out of 30. In order to have

sively encoded by cumulative statistics, and the encoding is used . .

to avoid redundant operations in the computation of BIC values. en?ugh obtsedr\;atuzkr:gvfor cgm_plétlng bdlﬂﬂ antd ?ﬁ IAJf‘_fICdar_e ht
In this work, the algorithm presented in [5] is analyzed in de- gguﬁgg?;sif tl'?é winc;rcb)c\t/cgm indexes close to the feft and g

tail, f the vi int of tati | t th -~ L . . .

ail, from the viewpoint of computational cost, and compared, bo Window growth. The window is enlarged by includin® Ny ouw

in theory and experimentally, with two other possible approaches. . . ) . : .
One more direct but more expensive; and an original method thatNPUt observations until a change is detected, or a maximum size
! Npmaq iS reached.

merges the good ideas of the other two. It will be shown that the " - . . . . .
Iast%wethod ?s the most efficient. Window shift. The:Nma,c-saed window is shifted on the right by
ANsp;ir: Observations.

Change confirmation If in one of the three previous steps a
2. BIC-BASED SEGMENTATION change is detected\ BIC values are re-computed with the high

. . . . resolutiondy, i.e. dn ~ d;/5, centering the window at the hypoth-
Segmenting an audio stream means to detect the time indexes coragizaq change. The current size of the window is kept, unless it

responding to changes in the nature of audio, in order to isolateiS larger thanV,..onq Observations, in which case it is narrowed

segments that are acoustically homogeneous. _ to that value. If a change is detected again, it is output by the
Briefly, given a sequence, . ..on of observation vectors in algorithm.

o e
the}t“ space containing at most one change, the method [1] basedyjinqow reset After the change confirmation step, the algorithm
on the BIC [7] for audio segmentation rests on the computation of: |55 1o go on resizing the analysis window to the minimum value

This work was partially financed by the European Commission under Nmin and locating it in a position dependent on the result of the
the project FAME (IST-2000-29323). confirmation step (see Figure 2).
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init_window(1, Npin) N
n
while(not end stream) T
T
(ABICi,,,, inax) < compute_ABIC(d1) Ay
By,
while(ABIC;,, <0 & SVy

current_win_size < Npax & SQx
not end stream) Sy
growth_win(ANgrow) wx

current window size

index of the vector that preceeds the first of the window
set of vectors inside the windo{w,,+1 ...0n+ N}

set of vectors inside the window after a growth or a shift
set of the firstd vectors of the windowo, 1 ... 0ntks}
set of the lastv — k§ vect. of the win{o,,tk5+1---On+N}
sum of vectors of the set

sum of square vectors of the skt

covariance matrix on the vectors of the 3ét

mean vector on the vectors of the sét

(ABICi,,, ; imax) < compute_ABIC(d1)

while(ABIC;,,, < 0 & not end stream)
shift_win(ANgnist)
(ABICi,,,, imax) < compute_ABIC(d1)

if(ABICj,,, > 0) then
center_win(ipax, min(current_win_size, Nsecond))
(ABICi pppge s Lchange) «— compute ABIC(dn)
if (ABICi,, > O) then

Table 1. Notation.

n+N n+N

t

SV = E 0; SQ = g 0; + 05
i=n+1 i=n-+1

?u?Put.(ichange;) In fact, besides allowing the easy computation of the needed
el:lt,wmdow(lchange + 1, Nuin) parameters:
init_window(imax — Anargin + 1, Nnin)
1 1 t
Fig. 1. Pseudocode of the multiple change detection algorithm. r=x55V A AL A

the use oSV andS@Q permits to avoid many redundant operations
in the computation oA BIC' values both within a given window
and after a window growth/shift. With reference to the notation of
Table 1, the following cases can happen:

Naccond

e growth of the window byd observations:

n 8
- SVT = SVT + Z]-::]Y_,_JFN_'_I Oj

— +N+6 t
- SQp = 5SQr + Z;‘l:n+N+1 05+ 05

change

1
— IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

ANowgn | 1 I i o shift of the window byé observations:
a

O | i s ~ SVi=8Vr = 350+ N 0
1) change confirmed n+s n s

- SQr = SQT_Z]';LH 0j 'O,ti +Zji7]zv++N+1 0j '03'
e computation of ABIC; (at resolutior):

n+1ié

- SVa, =5Va,_, + Zjin+(i71)5 05

~ 5Qa, = 5Qa,, + X5 s 05 0f

— SVp, = SVpr — SVq,

- 5QB; = 5Q7 — 5Qa;

With this approach, in each step of the algorithm the number
of operations for computing equation (1) is:

ANawin

Ninin

ANgrow

|

Ninax 2) change not confirmed
candidate change

Fig. 2. The multiple change detection algorithm.

3. COMPUTATIONS

3.1. The Sum Approach (SA)

The evaluation of equation (1) determines the overall computa-

wth of the window byd ob tions:
tional cost of the algorithm presented above, since a high number * gro of the window byo observations

of ABIC values have to be computed for each window. dd+1)-6+d-§
An efficient way to compute the determinant of the covariance T ?‘;"
Il T

matrix is based on the Cholesky decomposition which requires
O (d*/6) operations. The estimation of the mean vegioand

of the covariance matriX on N d-sized observations requires, re-
spectivelyd(N +1) andd(d+ 1) (N +1.5) operations. Typically,

the window sizéV is significantly larger than the vector dimension

d, hence the computational cost of the evaluation of the covariance
matrix determinant is not relevant.

In order to reduce the computational cost of estimating like-
lihoods of Norrr_la_l distribut_ions, required for the compgtation of d +15-dd+1) =
ABIC values, it is convenient to keep the sums of the input vec- ~  —
tors (SV) and that of the square vectoiSQ): wr 7

e shift of the window bys observations:

dd+1)-2-6+d-2-§
—_—
5Q4 SV

e computation of the cov. matrix of the whole window:

15-d(d+1)+d
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e computation of ABIC; values with resolutiod (Vi, i =
1,...,N/§ —1):

d-§ +dd+1)-6+ d +dd+1)/2+ 2-d +
~ L~ D <~

SVa, 5Qua, SV, 5Qsg, KA BB,
+ 3~d(d+1) = d(d+1)'(5+3.5)+d4 (§+3)
———
Xa;,EB;

3.2. The Distribution Approach (DA)

In order to further reduce the computational cost of the algorithm,
it is possible to evaluate equation (1) through the approach pro-
posed in [5].

Let Xn e un be the sample covariance matrix and the mean
of a set of N d-dimensional observations. If a (sub)set®bbser-
vations with covariance matriX, and mean vectgtia has to be

added or subtracted to that set, the parameters of the updated set

of vectors can be computed by:

N

A
EnEa NzaNTyzasa®t
NA
(N£A? (un — pa) (py — pa)' (2)
N A
UN+A NiAMN + NiAuA ?3)

This formulation requires onl$ - d(d + 1) + d and3 - d op-
erations for computin@ y+a andun+a, respectively, instead of
d(d+1)(N £ A+ 1.5) andd(N + A + 1) required by the plain
definitions.

The alternative approach consists in computing from the input
audio streanvi, 02,... ,0n,,4. the set of triples X7, 7, n),
wheren = (Sh7 25h, 36}1, ey Naudio-

The keys of this processing are equations (2) and (3) which
allow to obtain (27, uft, n) from (S77°% 47 ~% n — §,) and
(Zn 64 +15Hn—s, +1,0n), Where X0 5, and p, 5, ,, are
computed directly from the vectors,_s, +1,0n—5,+2,- - ,0n
through the definitions.

Since in this approach the estimation of a new distribution is
based on already computed distributions, it will be referred with
the name “distribution approach” (DA).

By constrainingy; and Neconq to be integers multiples o,
and by ChOSinngm, Nmaw: ANg'r'ouu ANshift: ANmargin to
be divisible byd;, it is possible to use the cumulative distributions
(X7, ut, n) for the evaluation oA BIC values and to reduce the
cost of the computation. In fact, whatever the step of the algo-
rithm is, the covariance matrixes required by equation (1) can be
estimated by exploiting equation (2) (and (3)):

Znﬁv = N 21+N—N21—%X
t
x (u?w - u’f) (u?w - u’f) 4)
i N+t nti Nean n+1i)n
ZnL = Tzl+*f 1*( 2.2)
. . t
x (u’f“ - /ﬂf) (u’f“ - u?) (5)

n+ N

n41
N —1 ]

(n+ N)(n+1)
N —i %

(N —1i)?
x (M1L+N - u’f“) (u’f+N — u?”)t (6)

Of course, equation (4) is evaluated only once for a given window,
while equations (5) and (6) have to be evaluated for each time in-
dex of interest (depending on the resolution). A scheme of the DA
approach is given in Figure 3.

n+N _ n+1
DX -

n+N
n+i+l — by -

1

analysis window (size N)
o
B . o
. AP = s a a s
I T
5 n S n+i 0N N,
Zl 21 Z, 21 zl.u.
LUy [ = H'f ...... ul}l ......... “TN I;I
S n n+i n+N| Nao

:l— input audio stream (size N,,,,) —i
Fig. 3. ABIC; computation in the DA approach.

The number of operations required by each step of the algo-
rithm with the DA approach is:

e growth or shift of the window byé observations:

do+1)+d(d+1)(6+1.5)+ 3-d(d+1)+4-d

——— ~ ~
n4+N+3§ n+N+6 n+N+6 ntN+§
Hnt N41 ZhiNt1 (=) H n+N+6)

= d(d+1)(6 +4.5) +d(6+5)

Note that this cost is that of the input stream encoding.
e computation of the cov. matrix of the whole window:

3-dd+1)+d
N e’

n+N
z:n+1

e computation of ABIC; values with resolutiod (Vi, i =
1,...,N/§ —1):

6-d(d+1)+2-d
~————

nti ¢+ N
Zi Zntit1

3.3. The Cumulative Sum approach (CSA)

In previous methods, the estimation of the statistics required for
the computation of the BIC are based either on the use of the sum
and square sum of input vectors that fall inside the analysis win-
dow, or on the use of the set of statistics computed only once, as
the observations from the input stream are available. A combina-
tion of the two basic ideas gives the possibility to implement an
even more efficient approach.

The idea is to encode the input stream, not through the distri-
butions as in DA, but with the sums of the SA approach, that is with
the sequence of tripld$S'QT, SVi*, n) computed at resolutiody,.

The higher efficiency is given by: (i) the redundant computations
of the SA approach are avoided since each input vector is used only
once, during the encoding of the input stream; (ii) the new encod-
ing is cheaper than the DA encoding (cf. the grow/shift costs); (iii)
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step #operations in change detection score is due to some minor differences in the

ngW'fh/AS;hift d(d+1)0 +dé implementations. For what concerns the execution times, gince
i 2d(d +1) +2d was set to 25, the ratio between the costs of the three implementa-
ABIC; 4d(d+1) +4d tions expected from the results of Table 3 is confirmed.
Table 2. Cost of each algorithm step with the CSA approach. F-score execution time (5) % vs. SA
SA 88.4 309.3 —
_ _ _ _ DA 894 108.0 34.9
the computation of covariance matrixes from sums requires less CSA 894 91.2 205

operations than starting from other distributions.
The costs of each step of the algorithm of this new approach, Table 4. Performance comparison of SA, DA and CSA approaches
that can be referred with the name “cumulative sum approach” in their best setupN,in = 500, Npmaz = 2000, Nsccond =
(CSA), are reported in Table 2. 1500, ANgrow = 100, ANsnist = 300, ANmargin =
100, &; =25, 6, =5, A = 2.175.

4. EXPERIMENTAL EVALUATION

For experiments,_ the test qlata was selected from the IBNC cor- 5 CONCLUSIONS
pus [8], a collection of radio news programs. The performance

was measured on recordings of 6 programs (about 75 minutes ofin this work three different approaches to the implementation of

audio) where 212 changes were manually annotated. a widely adopted BIC-based audio segmentation algorithm have
been analyzed: (i) a simple method that uses only a sum and a
4.1. Costs comparison square sum of the input vectors, in order to save computations in

estimating covariance matrixes on partially shared data; (ii) the
approach proposed in [5] that encodes the input signal with cumu-
lative distributions; and (iii) an original approach that encodes the
input signal in cumulative pair of sums. The two latter approaches
exploit the typical approximation made in that algorithm, that is
the use of a resolution lower than 1 for change detection.

The three approaches have been compared both theoretically

foré > 3. . L
= . . . . and experimentally, and the proposed original approach has been
In order to validate the theoretical comparison done in SUbseC'shown to be the most efficient.

tions 3.1, 3.2 and 3.3, and in particular the dependence of the over-
all computational cost from the resolutiénthe three approaches
have been run with a simplified setup. We 88%:», = Nmaz, in
order to eliminate the window grow step, and the valua ofas set [1] S.S.ChenandP.S. Gopalakrishnan, “Speaker, environment and chan-
high enough that no candidate change was detected, constraining nel change detection and clustering via the Bayesian Information Cri-
the computations to be done only at resoluidpr= 6. terion,” in Proc. of the DARPA Broadcast News Transcr. & Underst.
Given the setup in the caption, the total number of operations ~ WorkshopLansdowne, VA, 1998.
required by the three approaches are given in the columns “#oper{2] M. Harris, X. Aubert, R. Haeb-Umbach, and P. Beyerlein, “A study

Since the computation cdh BIC; values is donéV/§ — 1 times

in each window, the total cost of the algorithm mainly depend on
the cost of that operation, and this is the reason for which the DA
approach is convenient with respect to the SA approach; in fact, the
number of operations with the DA approach does not deperdd on
unlike the SA does, and in our casé=£ 13) it results convenient
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