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ABSTRACT
Time interleaved A/D converters (ADCs) can be used to increase
the sample rate of an ADC system. However, a problem with time
interleaved ADCs is that distortion is introduced in the output sig-
nal due to various mismatch errors between the ADCs. One way
to decrease the impact of the mismatch errors is to introduce ad-
ditional ADCs in the interleaved structure and randomly select an
ADC at each sample instance. The periodicity of the errors is then
removed and the spurious distortion is changed to a more noise-
like distortion, spread over the whole spectrum. In this paper, a
probabilistic model of the randomly interleaved ADC system is
presented. The noise spectrum caused by gain errors is also ana-
lyzed.

1. INTRODUCTION

The requirements for higher sample rates in A/D converters (ADCs)
are ever increasing. To achieve high enough sample rates, a time
interleaved ADC system can be used [1, 2], see Figure 1 with
∆M = 0. Here the time interleaved A/D converter works as fol-
lows:
• The input signal is connected to all the ADCs.
• Each ADC works with a sampling interval ofMTs, where
M is the number of ADCs in the array andTs is the desired
sampling interval.

• The clock signal to theith ADC is delayed withiTs. This
gives an overall sampling interval ofTs.

The drawback with the interleaved ADC structure is that errors
caused by mismatch between the ADCs are introduced:
• Time errors (static jitter)
• Amplitude offset errors
• Gain errors

All these errors distort the sampled signal. For a sinusoidal signal
the distortion appears as spurious frequencies in the spectrum. We
will only discuss offset and gain errors in this paper.

To avoid the spurious distortion the selection of which ADC
that should be used at a certain time instance can be randomized.
This means that we pick one ADC at random at each time instance.
However, each ADC in the interleaved structure needsM times
the desired sampling rate to complete the sampling. Therefore
only one ADC is available for selection at each sampling instance.
To achieve some randomization one or more extra ADCs must be
used [3]. This way there are always at least two ADCs available at
each sampling instance, see Figure 1. The randomization spreads
the spikes in the spectrum to a more noise-like shape. A proba-
bilistic model of the randomly interleaved ADCs will be presented
in Section 3. The spectrum for this kind of ADC system will also
be calculated.
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Fig. 1. Random interleaved ADC system withM times higher
sampling rate than in each ADC.∆M additional ADCs are used
to achieve some randomization, i.e.,∆M + 1 ADCs are available
at each sampling instance.

2. NOTATION AND DEFINITIONS

In this section we introduce the notation used in the rest of the
paper. We also define some concepts that are needed in the follow-
ing. We assume throughout the rest of the paper that the overall
sampling interval is one, for the complete ADC system. This as-
sumption is done to simplify notation and is no restriction.

We denote byM the number of ADCs required to achieve the
desired sampling rate, where each ADC requires the timeMTs to
complete the conversion of one sample.∆M denotes the num-
ber of additional ADCs used to randomize the spectrum. The total
number of ADCs in the system areM + ∆M . The gain and am-
plitude offset errors are denoted∆0

g,i and∆0
o,i, i = 0, . . . ,M −

1,M, . . . ,M − 1 + ∆M respectively. The sampling instances for
each ADC are picked at random andXk denotes the ADC that is
used at timek. The time instances when theith ADC is used are
denotedki. We use the following notation for the signals involved:

• u(t) is the analog input signal.

• u[k] is the input signal, sampled without errors.

• yi[ki] are the output subsequences from theM+∆M ADCs.

yi[ki] = (1 + ∆0
g,i)u[ki] + ∆0

o,i (1)
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• y[k] is the output signal from the complete ADC system.
The subsequences are multiplexed together to form a signal
with correct time ordering.

A signalu[k] is quasi-stationary [4] if

Ē(u) = lim
N→∞

1

N

N∑
k=1

E(u[k]) (2)

Ru[n] = lim
N→∞

1

N

N∑
n=1

E(u[k + n]u[k]) (3)

exist, where the expectation is taken over possible stochastic parts
of the signal. A stationary stochastic process is quasi-stationary,
with Ē(u) andRu[n] being the mean value and covariance func-
tion respectively.

Assume thatu[k] is quasi-stationary. Then the power spectrum
of u[k] is defined as [4]:

Φu(ω) =
∞∑

n=−∞
Ru[n]e−jωn (4)

The next two definitions are used to measure the performance
of the ADC system. Assume that the measured signaly[k] consists
of a signal parts[k] and a noise and distortion parte[k]

y[k] = s[k] + e[k] (5)

Then the SNDR [5] (Signal to Noise and Distortion Ratio) fory[k]
is defined as

SNDR = 10 log10

(
Ē(s2[k])

Ē(e2[k])

)
(6)

Assume thaty[k] = s[k] + e[k], s[k] ande[k] are given by

s[k] = a sin(ω0k)

e[k] =
∑
i

bi sin(ωik) + ẽ[k] (7)

where ẽ[k] is non periodic. Then the SFDR [5] (Spurious Free
Dynamic Range) fory[k] is defined as

SFDR = 10 log10

(
a2

maxi b2i

)
(8)

3. MISMATCH NOISE

In this section we will calculate the spectrum caused by gain and
offset errors in a randomly interleaved ADC. To calculate the spec-
trum we will also need a probabilistic model of the system, which
is also presented in this section.

To calculate the spectrum (4) fory[k], we need the covariance
function. Putting (1) into (3) we can calculate the covariance func-
tion for y[k], assuming that̄E(u) = 0

Ry[n] = E{∆0
o,Xk+n∆0

o,Xk}+ E{(1 + ∆0
g,Xk+n)(1 + ∆0

g,Xk)}

lim
N→∞

1

N

N∑
k=1

u(k + n)u(k) = R∆o [n] +R∆g [n]Ru[n] (9)

HereR∆o [n] andR∆g [n] depends only on the ADC system, while
Ru[n] depends only on the input signal. From (9) we can calculate
the spectrum ofy[k] as a convolution [6]

Φy(ω) =
1

2π

∫ π

−π
Φu(ω − γ)Φ∆g (γ)dγ + Φ∆o(ω) (10)

To calculateΦ∆o(ω) and Φ∆g (ω) we need their corresponding
covariance functions. The gain error covariance function is

R∆g [n] = E{(1 + ∆0
g,Xk+n)(1 + ∆0

g,Xk)}

= P (Xk+n = Xk)
1

M + ∆M

M+∆M−1∑
i=0

(1 + ∆0
g,i)

2

+ (1− P (Xk+n = Xk))
1

(M + ∆M − 1)(M + ∆M)

M+∆M−1∑
i=0

∑
j 6=i

(1 + ∆0
g,i)(1 + ∆0

g,j) (11)

whereP (Xk+n = Xk) is the probability thatXk+n = Xk. The
calculation ofR∆o [n] is identical to (11) with1 + ∆0

g replaced by
∆0
o.

To calculate the covariance (11), we need the probability
P (Xk+n = Xk). To calculate this probability, we first calculate
the joint probability overM−1 time instances. First, we introduce
2M−1 states, represented by binary sequences of lengthM − 1,
that the ADC system can be in at timek + n:

00 . . . 0 ={Xk+n 6= Xk, . . . , Xk+n−(M−2) 6= Xk}
...

11 . . . 1 ={Xk+n = Xk, . . . , Xk+n−(M−2) = Xk}
We assume thatn ≥M − 1. The joint probabilities are denoted

P (n)
a1a2...aM−1 = P (a1a2 . . . aM−1 at timek + n), ai ∈ {0, 1}

This gives a total of2M−1 probabilities. However, since the same
ADC cannot be used within a time interval ofM−1, most of these
probabilities are zero

P (n)
a1a2...aM−1 = 0, if ai = aj = 1, i 6= j (12)

This leavesM probabilities to be calculated

P (n) =
[
P

(n)
10...0 · · · P

(n)
00...1 P

(n)
00...0

]T
(13)

These probabilities can be calculated recursively as

P (n) =


0 · · · 0 1

1+∆M

1 · · · 0 0
...

. . .
...

...
0 · · · 1 ∆M

1+∆M


︸ ︷︷ ︸

A

P (n−1) (14)

The assumption at the derivation of these probabilities was that
n ≥M − 1. However, looking into the case0 < n < M − 1 this
can be proved valid for anyn > 0, and

P (0) = [ 1 0 · · · 0 ]
T (15)

The probabilityP (Xk+n = Xk) is equal toP (n)
10...0. This probabil-

ity can be calculated from a state space representation, forn ≥ 0,

P (n+1) = AP (n) +Bδ[n+ 1] (16)

P (Xk+n = Xk) = CP (n)

whereA is as defined in (14) and

B = [ 1 0 · · · 0 ]
T

C = [ 1 0 · · · 0 ]
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The probability is symmetric in time, so that

P (Xk−n = Xk) = P (Xk+n = Xk) (17)

The gain error noise spectrum is calculated from the covari-
ance function, by putting (11) into (4)

Φ∆g (ω) =
∞∑

n=−∞
R∆g (n)e−iωn = β∆g

∞∑
n=−∞

e−iωn︸ ︷︷ ︸
2πδ(ω)

+ α∆g

∞∑
n=−∞

R̃∆(n)︷ ︸︸ ︷(
P (Xk+n = Xk)− 1

M + ∆M

)
e−iωn︸ ︷︷ ︸

Φ̃∆(ω)

(18)

Here we have collected the unbounded part in one term, which
forms theδ-spike, and the bounded part in one term. The constants
α∆g andβ∆g are given by

α∆g =

(
1

M + ∆M − 1

M+∆M−1∑
i=0

(1 + ∆0
g,i)

2

− 1

(M + ∆M − 1)(M + ∆M)

(
M+∆M−1∑

i=0

(1 + ∆0
g,i)

)2


β∆g =
1

(M + ∆M)2

(
M+∆M−1∑

i=0

(1 + ∆0
g,i)

)2

(19)

The calculations forΦ∆o(ω) are similar to (18), withα∆g and
β∆g replaced withα∆o andβ∆o . We get the expressions forα∆o

andβ∆o by replacing1 + ∆0
g with ∆0

o in (19).
The convolution withδ(ω) gives back the spectrum of the in-

put signal, so the disturbance part comes fromΦ̃∆(ω). This part
will be evaluated next. By transforming the state space descrip-
tion (16) to a transfer function and eliminating a pole-zero pair in
q = 1 we get, forn ≥ 0

R̃∆(n) = P (Xk+n = Xk)− 1

M + ∆M

= ζ
qM−1 + η((M − 2)qM−2 + · · ·+ q)

qM−1 + 1
1+∆M

(qM−2 + · · ·+ 1)
δ[n] (20)

where

ζ =
M + ∆M − 1

M + ∆M
,η =

1

M − 1 +M∆M + ∆M2

This means that we can calculate the spectrum as

Φ̃∆(ω) =
∞∑

n=−∞
R̃∆(ω)e−iωn (21)

= −R̃∆(0) + 2Re

{ ∞∑
n=0

R̃∆(n)e−iωn
}

=

ζ

(
2Re

{
eiω(M−1) + η((M − 2)eiω(M−2) + · · ·+ eiω)

eiω(M−1) + 1
1+∆M

(eiω(M−2) + · · ·+ 1)

}
− 1

)

3.1. Sinusoidal input

So far we have not assumed anything about the input signal. In
this section we evaluate the spectrum with a sinusoidal input. The
calculations are done for gain errors, the calculations for ampli-
tude offset errors are similar. We assume here an input signal with
spectrum

Φu(ω) =
2πA2

4
(δ(ω − ω0) + δ(ω + ω0)) (22)

We then get, from (10), (18) and (22)

Φy(ω) =
A2α∆g

4
(Φ̃∆(ω − ω0) + Φ̃∆(ω + ω0))

+
2πA2β∆g

4
(δ(ω − ω0) + δ(ω + ω0)) (23)

where the second term is the desired signal and the first term is
distortion. We will next calculate the SNDR for the output signal.
The signal energy is

Ē(s2[k]) =
πA2β∆g

2

∫ π

−π
(δ(ω − ω0) + δ(ω + ω0))dω

= πA2β∆g (24)

and the distortion energy is

Ē(e2[k]) =
A2α∆g

4

∫ π

−π
(Φ̃∆(ω − ω0) + Φ̃∆(ω + ω0))dω =

A2α∆g

2

∫ π

−π
Φ̃∆(ω)dω = πA2α∆g R̃∆[0] = πA2α∆gζ (25)

Since the gain error spectrum contains noδ-spikes, the SFDR is
infinite. We can calculate the SNDR from (6), (24) and (25)

SNDR = 10 log10

(
a

b− a

)
(26)

where

a =

(
M+∆M−1∑

i=0

(1 + ∆0
g,i)

)2

b = (M + ∆M)

M+∆M−1∑
i=0

(1 + ∆0
g,i)

2

which is the same as for the interleaved ADC without randomiza-
tion. Assuming that the mean value of the gain errors is zero, and
denote the gain error variance

σ̄2
∆g =

1

M + ∆M

M+∆M−1∑
i=0

(∆0
g,i)

2 (27)

we can simplify the SNDR to

SNDR = −10 log10 σ̄
2
∆g (28)

3.1.1. Noise comparison

Since we also have quantization noise in the ADC, we do not gain
much performance by decreasing the gain error noise below a cer-
tain level that depends on the number of bits in the ADC. In this
subsection we will compare the noise caused by the gain errors
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Fig. 2. Output spectrum from random interleaved ADC system
with M = 8 and∆M = 1 with sinusoidal input (black curve),
together with theoretical gain error noise spectrum for the same
input (white curve).

with the quantization noise. The comparison can be done in two
ways. The first way is to compare the mean noise, i.e., the SNDR.
The other way is to compare the maximum value of the spectra.
We will evaluate both cases here. With anN -bit ADC the SNDR
(here the SNDR is equal to the SNR) caused by quantization is [5]

SNDRq = 1.76 + 6.02NdB (29)

If we compare (28) and (29) and calculate the bound where the
gain error noise contributes less than the quantization noise, we
get

σ̄2
∆g <

2

3
4−N (30)

If we instead consider the maximum value of the spectrum, we get

σ̄2
∆g <

2

3
4−N

1

maxω Φ̃∆g (ω)
(31)

It is hard to find an analytical solution for the maximum value in
general, but forM = 2 we have

σ̄2
∆g <

2

3
4−N

∆M + 1

∆M + 3
(32)

4. SIMULATIONS

To evaluate the spectrum calculated in Section 3, we have simu-
lated an A/D converter withM = 8 and∆M = 1 with a sinu-
soidal input. The spectrum of the output together with the theoreti-
cal spectrum is shown in Figure 2. We can see from the figure that
the correspondence between simulation and theory is very good.
The ideal situation would be that the noise caused by gain errors is
white. For white noise the spectrum is constant. To give an idea of
how far from white the noise gain error noise is for different values
of M and∆M

f(M,∆M) =
maxω Φ∆g (ω)

1
2π

∫ π
−π Φ∆g (ω)dω

(33)
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maxω Φ∆g (ω)

1
2π

∫ π
−π Φ∆g (ω)dω

is plotted forM between

1 and16 and∆M between1 and3, as a measure of how far from
white noise the gain error noise is. White noise corresponds to the
value1.

is plotted in Figure 3. For white noise this quotient would be1.
As expected the maximum value of the error spectrum is increased
whenM is increased, since we have a smaller fraction of ADCs
to choose from. However, the peak value forM = 2 is a little
counter intuitive.

5. CONCLUSION

Various mismatch errors between the ADCs in a time interleaved
ADC system, introduce distortion in the output signal. Additional
ADCs can be used in the interleaved ADC system to introduce
some randomization. By doing this the impact of the mismatch
errors is decreased. In this paper we have studied the randomly in-
terleaved ADC system from a probabilistic viewpoint. In Section 3
we have presented a probabilistic model for the ADC system and
derived the spectrum caused by gain and offset mismatch. We have
also calculated how small the errors must be to give less noise con-
tribution than the quantization for a given number of bits. In Sec-
tion 4 we have verified the results with simulations of a randomly
interleaved ADC system with gain errors.
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