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ABSTRACT [1],[2],[3].[4] for an extensive overview of the theory and
The problem of recovering bandlimited signals from dis- 2PPlications of (1.1) and its extensions.
crete and noisy data is studied. A non-linear signal pro- . ©Only recently, the statistical aspects of the W-S sam-
cessing algorithm based on thresholding noisy data prior toP!iNd theorem, i.e. the statistical analysis of (1.1) when only
reconstruction is proposed for improving the accuracy andf'n'te r.ecord of noisy data is available, have_ been throughly
robustness of reconstruction. The upper bound and the exacfvestigated [3],[5],[6],[7], [8]. In these .studles, the follow-
formula for mean integrated squared error of the proposed!"d oPservation model was considered:
reconstruction scheme is established. The performance of

the proposed reconstruction scheme is compared to that of Y = o(k7) + ek = Tk + ey [kl < n (1.2)
the classical Whittaker-Shannon interpolation scheme. where{e,,} is an additive noise process. We shall assume
in this paper thafe; } is a zero-mean white Gaussian noise
1. INTRODUCTION AND PRELIMINARIES process, independent f .} and having the variance?.

The naive reconstruction algorithm would replaces
The Whittaker-Shannon (W-S) sampling theorem plays a {z(k7)} in (1.1) by{y,} yielding the following estimate:
fundamental role in representing signals and images in the
discrete domain. The result may be briefly stated as follows. ~ _ = t
Let signalz(t) belong to a class of»(R) signals where its Talt) = D wsine (’T k) ' 13
Fourier transformX (w) vanishes outside the finite interval
(—9,9Q),i.e. X(w) = 0 for |w| > Q. The finite numbef In the subsequent discussions, we shall refer to this recon-
is called the signal’s bandwidth and the class of signals with struction scheme as the Whittaker-Shannon interpolation.
this property is often referred to as the class of bandlim- Let us consider mean integrated squared error (MISE)
ited signals, which we will denotBL(S2) in the subsequent  as a measure of performancef(t) and other estimates
discussion. examined in the paper.

The W-S sampling theorem says that eveft) € BL(Q)

can be reconstructed exactly from its discrete samples MISE(F,) = E [ /

[k|<n

oo

(T (t) — x(t))zdt} . (1.9

z(kt), k=0,+1,42, ...+ oo, by: oo
o° ) ¢ Due to Paseval's formula, the error can be expressed as
z(t)= Y w(kr)sinc <T - k) ~ (1.1)  follows, see [7]:
k=—o0
sin(nt) MISE(z,) = 7 Z El(yr — o) + 7 Z 7

provided thatr < &, wheresinc(t) =

: wi |k|<n |k|>n
A number of properties and extensions of (1.1) have ) )
been given in literature. In particular, truncation, aliasing, = 70 (2n+1)+7 Z T+ (1.5)
location (jitter), amplitude errors of the W-S interpolation [k|>n

series (1.1) have been examined. Furthermore, generaliza- The first term in the right-hand side of (1.5) represents

t|oqs to mulltlple dmensmns_, r_andom signals, not NECES- e error due to the noise, whereas the second term repre-
sarily bandlimited signals, missing data, wavelet subspaces

nd irreqular sampling have been or d We refer t sents the truncation error. For any finite the first term
a egular sampling have been proposed. VW rete 0approaches infinity, whereas the second term approaches

This work was supported in part by TBRbsand NSERC zero asn — oo. Hence,MISE(z,) — oo asn — oo.
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Therefore, the reconstruction scheme based on (1.3) yieldsnatez,, (¢) is found to be:
a diverged reconstruction.

The interpretation of the above is that the signal recon-
struction based on the Whittaker-Shannon interpolation in

N 1
MISE(Z,) = 1,0*°(2n + 1) — 1,0% - \/E{
(1.3) does not have noise-diminishing property. This is due

— T2 2

to the fact that this reconstruction scheme interpolates noise. Z {7 (37 (CU’C2T)> + (37 W)}

Several the reconstruction schemes have been proposed [k|<nslzp|<T 2 20 2 20
in order to overcome this problem. For instance, moving 3 (2, —T)2 3 (zp +T)2
average filtering and exponential weighting algorithms have + Z {7 <2, 202) - (2, 202)}
been proposed for smoothing the noisy data prior to recon- |k|<n;|ak|>T
struction [5],[6},[8]. Ho_vvever, since these rgconst.ructlp_n NG a2 oo+ T op—T
schemes require very high sampling rate, their applicability —— 5 — |erf 7 — erf
is somehow limited. k<n ¢ oV2 oV2

In this paper, we propose a reconstruction scheme for T Z 22, 2.1)

reconstruction of bandlimited signals from noisy data when
oversampling is not the option, i.e. when= 7, = 7/Q.
The proposed scheme does not require oversampling buivhere,y(c, z) anderf(x) are incomplete gamma function
effectively reduce the contribution of noise in the recon- and error function, respectively [11].

structed signal, especially when signal-to-noise ratio (SNR)

is low. It consists of two steps as follows: Theorem 2.2. Mean integrated squared error af,,(t) is
Step 1:Thresholding noisy samples to obtain: upper bounded by:
{ we  0f gkl > T MISE(Z,) < 1,0°(2n+1)
Uk = _ (1.6) 5 2 (3 12
0 it |yg] <T. - 710 (2n+1) ﬁ“f 3 952
Usina {7 ; Z|k|<n xy T
Step 2:Using{yy } founded above to form the following — s erf ( ) + 7, Z 22, (2.2)
estimate: o?(2n+1) ov2 lon
~ ~ . t
Zn(t) = ) Brsinc — k). (1.7) 3. CHOICE OF THRESHOLD T
|k|<n a
Let

The idea of using thresholding for removal of noise is )
well-known in wavelet literature [9],[10]. Unlike wavelet — r«q 7)— iv (3’ TQ) B Gnerf( T ) 1)
thresholding procedures where wavelet coefficients are VT \2' 20 o2
thresholded, in our proposed reconstruction scheme, thresh- )
olding is applied directly to the plain data, which is a where,G,, = 2ik<n Pk

o2(2n+1) *
sequence of signal’s samples. It should be éothred)that (2.2) can be re-written as follows:
The paper is organized as follows. In section 2, we give
the upper bound as well as the exact formula for computing A = MISE(Z,) — MISE(z,)
MISE of the proposed reconstruction scheme. In section 3, > 17,0220+ 1)f(Gn, T). (3.2)

we investigate the influence of the choice of thresholding

valueT on the reconstruction accuracy. Section 4 provides  Consequently, to maximizé&\, we have to choos&’
some simulation results. Section 5 concludes the paper.  sych thatf(G,,,T") is maximum. Figure 1 plotg (G, a)

as the function of. for variousG,,, wherea relates tal” by

T = o+/a. Here, parameter is used to control the recon-
struction accuracy. The following conclusions can be drawn

from the plot:
The exact formula and upper bound for MISE of the

proposed reconstruction scheme are presented without proof e For G,, > 1, one should seledd = 0. In this case,

2. ERROR ANALYSIS

in the subsequent theorems. the Whittaker-Shannon interpolation scheme yields
better reconstruction accuracy compared to the
Theorem 2.1. Mean integrated squared error of the esti- proposed reconstruction scheme.

VI -170




T
x—x  T=0
e—=a  T=4*sigma

. . . . . . . . .
0 2 4 6 8 10 12 14 16 18 20 -20 -15 -10 -5 0 5
a E,fsigma’ (dB)
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e ForG, < 1, T = 0is no longer the best choice. 4. SIMULATION RESULTS
In fact, one should sele@ > 40. In this case, the
proposed reconstruction scheme yields better recon-Tne signal we selected for simulation is
struction accuracy compared to Whittaker-Shannon

interpolation scheme. z(t) = V2 fmazsine(2 frmaxt).

Taking the above observation into account, we further ,,iih Fras = 3900 Hz. Thereforez(t) is a unit energy
propose the following joint detection/estimation scheme for BL(Q)
reconstruction of bandlimited signals from noisy data:

Step LEstimatingP = >, -, z7 from data. Comput-
ing G, using the estimatef

Step 2:If G,, > 1, settingT = 0. Otherwise, setting
T = 4o.

Step 3: Passing data through the thresholding device,
and then, the reconstruction filter to reconstruct the original M n
signal. EMISE(@,) = 12> > [8(k7) —a(k7)2. (4.1)
Remark3.1 For sufficiently largen and/or for fast decay j=lk=-n
functions, we do not need to estimatein order to deter- wherer < 7, is the simulation sampling period.

signal, where) = 27 f,,.. iS the corresponding
radian frequency.

The experiment was repeatdd = 100 times for var-
ious realization of random errofs;, }. The empirical coun-
terpart of MISE, further called EMISE, was calculated
according to the following formula:

‘ﬂ\

%

mineG,,. In this case we havg’, ., 7} ~ Eo/7,, Which Figure 3 plotsEMISE(Z,) as a function ofEy /o>
implies G,, ~ Ey/(1,0%(2n + 1)). We assume that the whenT = 40 was chosen. In this simulatiogn = 100
signal-to-noise ratid@, /o2 is known in advance. andr, = 1.25 - 10~ seconds (sampling frequency is just
Remark3.2 For n sufficiently large and/or for fast decay Slightly larger than the Nyquist rate) were selected. For
functions, we have/ISE(z,) ~ 7,02(2n + 1). LetR = comparisonEMISE(z,) and EMISE of reconstruction

MISE(%,)/MISE(%,). We can re-write (3.2) as follows: ~ Schemes based on moving average (MA) filtering and me-
dian filtering are also plotted. For MA-based and median-

R<1—f(Gp,T)=1—f < - Eo ,T> (3.3) based signal _reconstruction.s, the over-sampling fe.tctor.of 2,
740%(2n +1) length-3 moving average filter and length-3 median filter

Figure 2 plots the right-hand side of (3.3) as the function eré used. The plot clearly shows the advantage of us-

of E,/o> when the duraton of measurement N9 the proposed reconstruction scheme over the others in
7,(2n + 1) = 1 secondI = 0 andT = 40, respectively the region of low SNR. The figure also indicates that the
q - - - ’ ' . . . .

The plot clearly shows the advantage of using thresholding-s'gnal reconstruction scheme based on thresholding is very

based reconstruction scheme for the region of low SNR robust again noise variance, while the Whittaker-Shannon
interpolation scheme is not.

Figure 4 plotsEMISE(Z,) as a function of. when
T = 40 was chosen. For comparisaBiM ISE(Z,,) is also
Theorem 3.1. Selectingl’ = 40, thenA — coandR — 0 plotted. In this simulation,Ey/0? = -5 dB and
asn — oo 7, = 1.25 - 10~* seconds were selected. The plot clearly

The behavior ofA and R asn — oo is stated in the
following theorem:
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In addition, by adaptively tuning the threshold vallie

W-S Interpolation

Thresholdng | with noise variance, the robust signal reconstruction can be
oving Average Filterin . .
Modian Fitering ] obtained. The MISE of the proposed reconstruction scheme

increases as increases, but at much slower rate compared
to that of the classical Whittaker-Shannon interpolation
scheme.
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