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ABSTRACT

This paper presents a method for least squares design of nonuni-
form filter banks for application in subband signal processing. De-
sign objectives aim to optimize the filter bank frequency response
while minimizing subband and output aliasing. Aliasing is min-
imized although magnitude and phase changes affect the aliasing
terms. Filter banks with increasing bandwidth are designed with
the proposed method and evaluated in speech enhancement using
a spectral subtraction algorithm. When using a nonuniform fre-
quency resolution approximating that of the human auditory sys-
tem it is shown that an increased noise reduction and SNR im-
provement is achieved while maintaining the speech quality for a
fixed number of frequency-bands.

1. INTRODUCTION

Perfect reconstruction filter banks have been of great interest in
subband coding [1]. The perfect reconstruction property with alias-
ing cancellation is not maintained when the subband signals are
modified by individual adaptive subband filters with arbitrary mag-
nitude and phase response. This implies that aliasing is present
in the reconstructed output signal from the synthesis filter bank.
Design methods for filter banks for subband processing dealing
with this aliasing problem have been presented in [2, 3]. Nonuni-
form filter banks have been proposed for speech enhancement in
[4]. Least squares approximation techniques for the design of fil-
ter banks has previously been presented in [5]. A two stage least
squares design procedure can be found in [6].

This paper proposes a two stage frequency domain least squares
method for the design of nonuniform analysis and synthesis filter
banks with frequency domain criteria, similar to the approach pre-
sented in [2, 7]. The main goals with the design criteria are to
minimize aliasing in the subbands and to minimize aliasing in the
output signal with optimized amplitude and phase response. Pa-
rameters set prior to the design are number of subbands, group
delays and subband dependent decimation factors.

With the introduction of the Wide-Band Adaptive Multi-Rate
(WB-AMR) speech codec in GSM and UMTS networks the need
of a noise reduction method handling a larger audio bandwidth of
50 Hz to 7 kHz is apparent [8]. Over this frequency range the
human auditory system has a critical bandwidth that grows from
approximately 0.1 kHz to 1.3 kHz [9]. In mobile terminals with
limited computational resources it is beneficial to use a low fre-
quency resolution when applying a noise reduction method.

In section 2, the filter bank structures are addressed. Section 3
deals with the design criteria and section 4 describes the speech en-
hancement algorithm, which is used in the evaluation simulations.
In Section 5, the simulation results are presented and section 6
concludes the paper. The following notations are used in the pa-
per: (·)∗ denotes complex conjugate, (·)T denotes transpose and
(·)H denotes conjugate transpose.

2. FILTER BANK STRUCTURES

2.1. Analysis Filter Bank

The analysis filter bank transforms a signal, X(z), into subband
signals, Xm(z), using analysis filters, Hm(z) and Dm-fold deci-
mators, according to Xm(z) = [X(z)Hm(z)]↓Dm . In this paper
a polyphase implementation is considered, see Fig. 1. The struc-
ture consists of a chain of M allpass functions Q(z) and polyphase
components El defined as

El(z) =

N−1∑
n=0

el(n)z−n, l = 0, . . . , M − 1, (1)

where the polyphase component coefficients are denoted by el(n),
n = 0, . . . , N − 1. Filter bank structures with allpass functions
are previously presented in [10]. The polyphase signals are input
to a DFT matrix operation W∗

M , with matrix entries [WM ]m,l =

W ml
M , where WM = exp(−j2π/M). The undecimated subband

signals Vm(z) can be expressed in terms of the input signal X(z)
according to

Vm(z) =

M−1∑
l=0

El

(
Q−M (z)

)
Ql(z)W−ml

M X(z) (2)

Where Q(z) = (−µ + z−1)(1 − µz−1)−1 and µ is the unifor-
mity coefficient. The analysis filters Hm(z) are described by

Hm(z) =

M−1∑
l=0

El

(
Q−M (z)

)
Ql(z)W−ml

M = eT φm(z). (3)

In the vector notation for Hm(z) in Eq. (3), a concatenated coef-

ficient vector is used, which is defined as e =
[
eT
0 , . . . , eT

M−1

]T
,

where el = [el(0), . . . , el(N − 1)]T are the polyphase compo-
nent coefficient vectors . The basis function vector φm(z) in Eq.
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Fig. 1. Polyphase analysis filter bank structure.

(3) is defined as

φm(z) =
[
φT

m,0(z), . . . , φT
m,M−1(z)

]T

, (4)

where

φm,l(z) = Ql(z)W−ml
M

[
1, QM (z), . . . , Q(N−1)M (z)

]T

. (5)

The vector notation for Hm(z) in Eq. (3) will be used for the prob-
lem formulation of the analysis filter bank design in Section 3.1.

2.2. Synthesis Filter Bank

The synthesis filter bank transforms the subband signals, Ym(z),
into output signal, Y (z), with synthesis filters, Gm(z), accord-
ing to Y (z) =

∑
∀m[Ym(z)]↑DmGm(z). The synthesis filters

Gm(z) are implemented in direct-form according to

Gm(z) =

M−1∑
k=0

fm,kP k(z), m = 0, . . . , M − 1. (6)

This corresponds a matrix operation with L×M matrix F, which
has entries [F]k,m = fm,k, and a chain of allpass functions P (z) =
z−1, see Fig. 2. The design of the synthesis filters intends to aim at
the properties of the analysis and synthesis filter banks as a whole.
These properties are described in the next section.

2.3. Analysis-Synthesis Transfer Functions

The synthesis filter bank output signal can be expressed in terms
of the analysis filter bank input signal according to

Y (z) = T (z)X(z) +

M−1∑
m=0

Dm−1∑
d=1

Sm,d(z)X(zW d
Dm

). (7)

where, transfer function T (z) affects the linear term in the output
signal. The aliasing transfer functions Sm,d(z) affect the nonlin-
ear terms in the output signal, which are modulations of the input
signal. The transfer function for the linear term is given by

T (z) =

M−1∑
m=0

1

Dm
Hm(z)Gm(z) = fT ψ(z). (8)
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Fig. 2. Direct-form synthesis filter bank structure.

The synthesis filter bank coefficient vector f in Eq. (8) is de-
fined as f =

[
fT
0 , . . . , fT

M−1

]T
, with coefficient vectors fm =

[fm,0, . . . , fm,L−1]
T , so that F = [f0 · · · fM−1]. The basis func-

tion vector ψ(z), in Eq. (8) is given by

ψ(z) =

[
1

D0
H0(z)ψT

0 (z), . . . ,
1

DM−1
HM−1(z)ψT

M−1(z)

]T

,

(9)
where

ψm(z) =
[
1, P M (z), . . . , P (L−1)M (z)

]T

. (10)

The aliasing transfer functions Sm,d(z) in Eq. (7) are defined by

Sm,d(z) =
1

Dm
Hm(zW d

Dm
)Gm(z) = fT

mϕm,d(z), (11)

where

ϕm,d(z) =
1

Dm
Hm(zW d

Dm
)ψm(z). (12)

3. DESIGN CRITERIA

3.1. Analysis Filter Bank Design Criterion

The proposed least squares frequency domain design criterion for
the analysis filter bank is described in this section. The coefficients
ê minimize the quadratic form

M−1∑
m=0




∑
ωi∈Ωp,m

∣∣∣eT φm(ejωi) − H̃m(ejωi)
∣∣∣2 +

+
∑

ωi∈Ωs,m

∣∣∣eT φm(ejωi)
∣∣∣2


 , (13)

where ωi, i = 1, . . . , I , is a set of frequency grid points. Pass-
bands Ωp,m are defined for analysis filters Hm(z) in the vicinity
of the subband center frequencies ρ(2πm/M) according to

Ωp,m =

[
ρ

(
2πm − δπ

M

)
, ρ

(
2πm + δπ

M

)]
, (14)

where 0 < δ ≤ 1 is an additional passband width parameter, and
ρ(ω) is a µ-dependent frequency warping function

ρ(ω) = ω − 2 arctan

(
µ sin(ω)

µ cos(ω) + 1

)
. (15)
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Stopbands Ωs,m are defined for analysis filters Hm(z), which de-
pend on the decimation rate Dm, according to

Ωs,m =

[
−π, ρ

(
2πm

M
− π

Dm

)]
∪

[
ρ

(
2πm

M
+

π

Dm

)
, π

]
.

(16)
The desired analysis filter frequency response H̃m(ejωi) is defined
on the frequency grid ωi as

H̃m(ejωi) =




exp(−jωiτH) for ωi ∈ Ωp,m

0 for ωi ∈ Ωs,m

undefined for ωi /∈ {Ωp,m ∪ Ωs,m}
(17)

where τH is the desired group-delay. The real-valued solution,
which minimizes Eq. (13), is given by the normal equations

(A + B) ê = c (18)

where matrices A and B of size MN × MN are defined as

A =
∑

ωi∈Ωp,m

M−1∑
m=0

Re
{

φ∗
m(ejωi)φT

m(ejωi)
}

, (19)

B =
∑

ωi∈Ωs,m

M−1∑
m=0

Re
{

φ∗
m(ejωi)φT

m(ejωi)
}

, (20)

and vector c of size MN × 1 is defined as

c =
∑

ωi∈Ωp,m

M−1∑
m=0

Re
{

φ∗
m(ejωi)H̃(ejωi)

}
. (21)

3.2. Synthesis Filter Bank Design Criterion

The proposed least squares design criterion for the synthesis filter
bank design is described in this section. The coefficients f̂ mini-
mize the quadratic form

∑
ωi∈Ω

{∣∣∣fT ψ(ejωi) − T̃ (ejωi)
∣∣∣2 + (22)

+

M−1∑
m=0

Dm−1∑
d=1

∣∣∣fT
mϕm,d(ejωi)

∣∣∣2
}

, (23)

where the frequency grid points ωi cover the total frequency range,
i.e. Ω = [−π, π], and the desired response is a delay T̃ (ejω) =
exp(−jωτT ). The solution is given by the normal equations

(E + P) f̂ = q (24)

where the matrix E and vector f , of size ML×ML and ML× 1
respectively, are defined as

E =
∑

ωi∈Ω

ψ∗(ejωi)ψT (ejωi), (25)

q =
∑

ωi∈Ω

ψ∗(ejωi)T̃ (ejωi), (26)

and matrix P of size MN × MN is defined as

P =




P0 0
. . .

0 PM−1


 , (27)

where

Pm =

Dm−1∑
d=1

∑
ωi∈Ω

ϕ∗
m,d(ejωi)ϕT

m,d(ejωi). (28)

4. SUBBAND SPECTRAL SUBTRACTION

Spectral subtraction is a method to reduce background noise in
noisy speech signals using an adaptive frequency gain function
[11]. In subband spectral subtraction an adaptive gain is applied
in each subband. The posed signal model which is used in sub-
band spectral subtraction is given by

xm(n) = sm(n) + wm(n), m = 0, . . . , M − 1, (29)

where xm(n) is the subband noisy signal, sm(n) is the subband
clean speech signal, and wm(n) is the subband additive noise.
Signals sm(n) and wm(n) are assumed uncorrelated. The back-
ground noise signal power is estimated during speech pauses by
exponential averaging [11],

wm(n) = αmwm(n − 1) + (1 − αm)|xm(n)|a (30)

where αm is a decimation factor, Dm-dependent time constant and
a is the norm. Subband dependent gains are calculated according
to

um(n) =

(
1 − b

wm(n)

|xm(n)|a
) 1

a

, m = 0, . . . , M − 1, (31)

where b is the subtraction factor [11]. The gains um(n) are limited
between the noise floor γ and 1 giving u′

m(n).

u′
m(n) =




γ for um(n) < γ
um(n) for γ ≤ um(n) ≤ 1
1 for um(n) > 1

(32)

The variability of the gains is further reduced by exponential aver-
aging,

um(n) = βmum(n − 1) + (1 − βm)u′
m(n), (33)

in order to avoid the musical tones phenomenon. Parameter βm

is decimation factor, Dm-dependent. When the gains function is
applied to the noisy input signal, an estimate of the clean speech
signal is obtained [11],

ym(n) = um(n) · xm(n), m = 0, . . . , M − 1. (34)

5. SIMULATION RESULTS

Filter banks with M = 32 subbands are designed for uniformity
coefficients, µ, ranging 0 ≤ µ ≤ 1

2
. Other filter bank parameter

settings are N = 2, L = 32, τH = (MN − 1)/2, and τT =
MN + L− 1. The decimation factors are ranging 2 ≤ Dm ≤ M

4

depending on the bandwidth according to µ, where Dm = M
4

, ∀m
in the uniform case for µ = 0.

Noisy speech has been simulated from a database of 10 male
speakers, 10 female speakers, and 3 noise sources, with appropri-
ate SNR levels. The noise sources are compartment noise from a
car, babble noise from a restaurant and engine noise from a factory.
The sampling frequency is 16 kHz.
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Fig. 3. Distribution of the SNR improvement and noise reduction
as a function of the uniformity coefficient. The whole line repre-
sents the mean and the dotted lines represent the 10%-boundaries
of the distribution.

The simulated noisy speech has been enhanced using subband
spectral subtraction, with parameter settings a = 1, b = 0.8, γ =
0.1, and αm = βm = exp(log(0.999)Dm). Segmental SNR [dB]
is measured by

∆SNR = 10 log10

∫
Rys(ω)dω∫
Ryw (ω)dω

− 10 log10

∫
Rxs(ω)dω∫
Rxw (ω)dω

,

(35)
where R(·) denotes short-time spectrum and xs, xw, ys and yw

denote input speech, input noise, output speech and output noise
components, respectively. Segmental noise reduction [dB] is mea-
sured by

NR = 10 log10

∫
Rxw (ω)dω∫
Ryw (ω)dω

. (36)

Fig. 3 shows the distribution of the segmental SNR improvement
and segmental noise reduction for a number of approx. 13000
noisy speech and 27000 noise-only segments. The segment du-
ration was set to 20 ms.

Spectral distortion per utterance, of speech and noisy speech,
is measured by

DISTSpeech =
∫ |Pxs(ω) − Pys(ω)|dω,

DISTNoisy Speech =
∫ |Pxs+k·xw (ω) − Py(ω)|dω (37)

where P(·) are periodogram average estimates over one utterance
and k =

∫
Pyw (ω)dω/

∫
Pxw (ω)dω is the average noise reduc-

tion. Fig. 4 shows the distortion distributions for speech and noisy
speech.

6. CONCLUSIONS

In this paper a method is proposed for the design of nonuniform
filter banks, using frequency domain least squares criteria, for sub-
band processing applications, e.g. subband adaptive filtering. The
design objective of the proposed method is to minimize the mag-
nitude of all aliasing components individually, such that aliasing
distortion is minimized although phase alterations occur in the sub-
bands. The filter banks have been applied and evaluated in speech
enhancement using a subband spectral subtraction technique. The
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Fig. 4. Distribution of the speech and noisy speech spectral dis-
tortion as a function of the uniformity coefficient. The whole
line represents the mean and the dotted lines represent the 10%-
boundaries of the distribution.

evaluation results show that filter banks designed using the pro-
posed method can give higher noise reduction and SNR improve-
ment while maintaining the speech quality.
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