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ABSTRACT

This paper looks into multi-channel/multimodal biometric
systems that are adaptive to environmental variations. In this
work, we introduce a general formulation that addresses the
environmental robustness of multi-channel fusion in biomet-
ric systems. Based on the formulation, two audio-visual
biometric systems are developed. The first relies on confi-
dence measures derived from the environmental conditions to
dynamically weight the contributions of the biometric chan-
nels; whereas the second considers the multiple channels
jointly to optimally adjust the fusion parameters according to
the current environmental conditions. Experimental evalua-
tions with varying testing conditions show that both systems
achieve lower recognition error rate comparing with a base-
line non-environment-adaptive audio-visual system. It is
further shown that incorporating joint-optimization of multi-
channel fusion parameters to cater to environmental changes
as in the second system consistently leads to improved rec-
ognition accuracy over other systems, and at the same time
guarantees to perform no worse than any of the individual
biometric channels under all environmental conditions.

1. INTRODUCTION

Biometrics is an emerging technological field that potentially
has a wide range of applications including access control,
surveillance, and intelligent interfaces. While human bio-
logical traits are ubiquitous and can offer much higher secu-
rity, the state-of-the-art biometric systems still lag behind the
simple non-biological based methods like using the badge or
password with respect to reliability.

One promising approach to improve the reliability of
biometric systems is to consider multiple biometric channels.
Different biometric channels may carry complementary in-
formation about the person being identified. Therefore, the
conjunction of the multiple information sources could lead to
more robust cues about the subject. Furthermore, consider
the situation where a biometric signal is unavailable, for ex-
ample: the voice characteristics of a person using speaker
recognition system may be altered because of illness; or con-
sider the situation when single-channel biometrics become
less reliable due to environmental changes, such as variation
in lighting conditions for a face recognition system. In these
situations, the multi-channel approach could achieve higher
accuracy than any of the individual biometric channels alone.
In fact, encouraging results of systems using multiple modali-
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ties for speaker verification have been reported in the litera-
ture [1-4].

However, existing works on multimodal/multi-channel
biometrics usually assume and often optimize for fixed envi-
ronmental conditions. It is well-known that variations in the
operating environments pose serious challenges to biometric
systems. In fact, improving person recognition performance
in adverse environment for a single modality has been exten-
sively studied in the respective fields: for example, in the
field of audio-based speaker identification, much effort has
been make to compensate the acoustic noise; in the field of
face recognition, research seeks to compensation for the
variation in the lighting conditions. In other words, existing
works on environmental robustness mostly concern a single
biometric channel.

In this work, we aim to develop a general framework
that addresses the robustness issues in biometrics through the
multi-channel approach. Inherently, the following two prob-
lems are implied: 1) how to carryout fusion of multiple bio-
metric channels; and 2) how to incorporate environmental
factors in the fusion architecture. The proposed framework
considers multi-channel fusion and environmental adaptation
in a unified fashion. Based on the framework, we developed
two environment-adaptive multi-channel biometric systems.
The first use a confidence measure derived from real-time
environmental measurements and an empirical function to
dynamically weight the contribution of a given biometric
channel. The second system considers the multiple channels
and their relevant environmental factors jointly and is able to
optimally adjust the fusion parameters to track the environ-
mental changes.

In the next section we will describe the problem formu-
lation and introduce the multi-channel environmental adapta-
tion framework. In Section 3, we describe the proposed ap-
proaches towards the biometric systems. We will discuss the
fusion/adaptation experiments and show the results in Sec-
tion 4, and conclude the paper in Section 5.

2. PROBLEM FORMULATION

Among the potential biometric modalities, some are closely
coupled, e.g. audio and visual speech; while others are
loosely coupled or uncorrelated, e.g. one’s fingerprints and
face. In general, the fusion of the multiple information chan-
nels can take place at either lower level in the feature domain
or at higher level in the decision domain. The former usually
assumes the existence of a close coupling between the mo-
dalities. In order to develop a multi-modal/multi-channel
biometrics system that is robust and adaptive to environ-
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mental variations, we need to design fusion architectures
that can handle an arbitrary set of information sources;
hence we shall not make rigid assumptions on the type of
coupling among the modalities.

We adopt a decision fusion approach to combine the
multiple biometric channels as shown in Figure 1. In the
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Figure 1. Framework for environment-adaptive multi-
channel biometrics

decision fusion setting, the information carried in a single
channel i is processed by a dedicated biometric expert, which
gives its opinion y;, which is usually in the form of the likeli-
hood of the observed data x;, in the given channel. The goal
of the decision fusion is to make the recognition decision
based on the opinions of the multiple experts.

Here, we make a generalization on the concept of mul-
timodal decision fusion by relaxing the one-to-one mapping
between the modalities and the learning channels. In particu-
lar, we shall allow each channel to consider more than one
modality, to permit fusion for intimately coupled modalities
at multiple levels. It is also viable to have multiple channels
consider a single modality, each using a different learning
algorithm and possibly different feature set. Hence, each
learning channel can be viewed as an expert specialized in
one or more modalities.

It is worthwhile to point out that the focus of our ap-
proach is to improve overall recognition performance through
multi-channel fusion, rather than to perfect each of the bio-
metric channels. Therefore, we shall treat the biometric ex-
perts as black boxes, and concentrate on the environmental
conditions they are operating in and the partial decisions they
make.

Implied by the formulation is that the environment rele-
vant to the biometric system is quantifiable through the
measurement of a set of environmental factors e (Figure 1),
e.g. the acoustic noise level and the illumination intensity.
The environmental factors effectively add a set of new di-
mensions in the decision domain. Under this formulation,
the recognition decision is then made jointly on the expert
opinions and the measurements of the environmental condi-
tions. In practice, the environmental factors are constantly
evolving over time. Therefore a successful algorithm should
also be able to track the environmental changes and quickly
adapt to them.

3. ENVIRONMENT-ADAPTIVE FUSION

3.1. Naive Bayes Fusion Approach

For the baseline fusion system, we adopt the naive Bayes
approach. Specifically, the information carried in each bio-
metric channel is processed by a dedicated learner/classifier,
which gives a quantity f; that approximates the likelihood of
the observed data in the given channel:

Vi =[x 1€, 0) o p(x; [ C)) (M

where X; is the observation for channel i, C; is the class label,
and 6, denotes the particular parameterization scheme used to
model the target distribution in this channel. In fusion, it is
assumed that the channels are conditionally independent
given the class label, thus the joint likelihood of the observa-
tions form all channels can be factorized as

p(X,X,,...X,, |C]) :Hp(xi |C/)°CH](,(X, ‘Cj>6i) (2)
i=l i=l

Classification is then carried out using the maximum likeli-
hood decision rule.

3.2. Environmental Confidence Weighting Approach

The baseline fusion scheme does not take the environmental
factors into account. The channels are essentially weighted
equally under all conditions. Empirically, this orthodox
Bayesian approach usually yields sub-optimal classification
results. One plausible approach to improve over the baseline
fusion is to weight the contribution of an individual channel
to the overall decision by a confidence measure of the chan-
nel given the environmental measurements. We seek a map-
ping h,(-) that projects the environmental factors relevant to
the channel i at time ¢, e(f), to a scalar wy(¢) which quantify
the confidence for the given channel at time z. We shall refer
w(t) as the environmental confidence.

w,(£) = h,(e,(1)) 3)

This confidence measure is then used to weight the biometric
channels dynamically to track environmental changes.

g =[x 1C.01 =»"" )
i=1 i=1
The possible formulations of A(-) are myriad. One reliable
and straightforward choice of such a mapping is the recogni-
tion rate versus environmental factors curve for the particular
biometric channel, which can be obtained experimentally.

3.3. Optimal Channel Weighting Approach

The environmental confidence weighting approach essen-
tially biases the channels based on their local confidence,
thus does not promise global optimality. Particularly, the
multi-channel recognition rate is not guaranteed to be higher
than that of the individual channels.

For a given combination of environmental factors, the
channel weights that give the global optimal recognition per-
formance on a dataset can be found through empirical search.
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In the two-channel case, if we introduce the following con-
straint,

2
D w6y =1, W™ > 0 for alli. ®)

i=1

then the search is reduced to only one dimensional and con-
fined in the real interval [0, 1].

In practice, the environmental condition the system will
encounter could be any point in the span of the environ-
mental factors. It is therefore infeasible to find optimal
weights for all possible points by directly applying the above
method. However, if we view the optimal channel weight for
a given channel as a function of the complete set of environ-
mental factors,

Wigptimal (t) — Hi (e(t)) (6)

then it is possible to get an empirical approximation of H by
sampling in the environmental factors domain. Furthermore,
experiments indicate that A is usually slow varying and
monotonic, thus a rather sparse sampling grid can be used in
constructing the function. This observation gives rise to a
fast and effective method to perform multi-channel fusion
and environmental adaptation. Specifically, through sam-
pling and interpolation, H can be specified a priori using a
set of training data.  During recognition, given a set of
measured environmental factors, the optimal channel weights
can be quickly looked up to carryout fusion. Note that the
method is computationally very efficient as it does not intro-
duce any additional calculations in the recognition stage be-
sides the weight lookup.

4. EXPERIMENTAL EVALUATIONS

4.1. Experimental Setup

Two biometric channels are considered in the experiments:
the acoustic speaker recognition expert and the face recogni-
tion expert. The XM2VTSDB database [5] is used to evalu-
ate the experimental systems on a closed-set person recogni-
tion task. The database provides four sets of data for each
subject; each set consists of two audio-visual sequences.
Among the four sets, we use the first two as the training set
for the individual experts, the third as a held-out set for the
fusion and adaptation training, and the fourth set to perform
evaluations.

Because the emphases of the work are not in the indi-
vidual biometric channels, we adopt existing algorithms in
their implementations. The speaker recognition expert is
based on utterance-independent Gaussian mixture models
(GMM) trained using the universal background model plus
MAP adaptation paradigm [6]. For the face recognition ex-
pert, a system using the embedded hidden Markov models
(EHMM) similar to [7] is developed.

4.2. Environmental Characterization

To facilitate the experiments on environmental adaptation,
environmental conditions are simulated so that a meaningful
range of variations can be covered. For the acoustic envi-

ronment, we simulated noisy ambient conditions by adding
background babble noise at varying levels to achieve a sig-
nal-to-noise (SNR) range between 5dB and 30dB. The base-
line performance of the speaker recognition expert is shown
in Figure 2.
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Figure 2. Performance versus acoustic noise curve for the
speaker recognition channel.

The most common environmental factor that is relevant
to the face recognition expert is the lighting condition. How-
ever, illumination intensity changes can be easily compen-
sated by normalization procedures built in the face recogni-
tion system; whereas the effect of lighting direction change
on face images is difficult to simulate. In the following ex-
periments, we consider the visual sensor noise as the envi-
ronmental factor for the face recognition channel. In reality,
the sensor noise arises naturally in video and still-image sen-
sors and becomes more prominent as the ambient light de-
creases. We model the sensor noise as white Gaussian and
synthesize the noisy visual data. The recognition perform-
ance of the face recognition expert under the varying envi-
ronmental conditions is shown in Figure 3.
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Figure 3 Performance versus visual noise curve for the face
recognition channel.

4.3. Environmental Adaptation Experiments

Audio-visual biometric systems are implemented following
the three approaches described in Section 3. For the envi-
ronmental confidence weighting system, the recognition-rate-
versus-environmental-factor curves are used as the mapping
functions. For the optimal channel weighing system, 64
points (8 levels in each dimension) in the combined audio-
visual environmental factors’ domain are sampled to con-
struct the empirical optimal weight function. Figure 4 shows
the function obtained for the speaker identification channel.
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Figure 4. Optimal channel weights for the speaker recogni-
tion channel as function of the environmental factors.

The experimental results are summarized in Table 1 and
compared in Figure 5. Shown are the results for the visual
noise level o= 32 and acoustic SNR varying from 5dB to
30dB. Comparing with the two single channel systems, the
baseline multi-channel system with naive Bayes fusion gives
higher performance at the higher SNR levels. For instance, at
30dB, a 17.19% improvement in recognition rate is achieved
by the multi-channel system comparing with the best per-
formance achievable by an individual biometric expert.
However, in low SNR conditions, the naive Bayes fusion
yields results that are in-between the recognition rates logged
by the two single-channel recognizers. At 10dB, the baseline
fusion system is 27.02% behind the face recognition expert in
term of recognition rate. The environmental confidence
weighting method shows clear improvements over the base-
line fusion, for example, the performance gap is narrowed to
13.69% in the 10dB case. Notice that the method does not
guarantee to perform no worse than the individual experts at
all environmental conditions. Indeed, the results indicate that
the performance gain obtained by the locally derived confi-
dence weights is not optimal. This is especially prominent in
conditions when the reliabilities of the two biometric chan-
nels differ greatly, as suggested in the figure 5.

Finally, the results confirm the superiority of the optimal
channel weighting method, of which the recognition rate is
consistently at the top among the five test systems at all the
given ambient conditions. At 30dB SNR, the optimal chan-
nel weighting method attains an additional 2.11% gain in
recognition rate comparing with the environmental confi-
dence weighting method, which translates to an 18.8% reduc-
tion in recognition error rate. At 10dB, when the speaker

Table 1. Summary of person recognition results of the ex-
perimental biometric systems.

speaker face naive  env. conf. opt. ch.
SNR o A

rec. rec. Bayes  weighting weighting
5 0.1719 0.7123 0.4772 0.6632 0.7123
10 0.2351 0.7123 0.4421 0.5754 0.7123
15 0.4632 0.7123 0.6772 0.6947 0.7263
20 0.6351 0.7123 0.8211 0.8316 0.8632
25 0.7018 0.7123 0.8421 0.8421 0.8982
30 0.7158 0.7123 0.8877 0.8877 0.9088
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Figure 5. Comparing person recognition results of the ex-
perimental biometric systems.

recognition channel is unreliable, the optimal channel
weighting system essentially achieves the same performance
as the face recognition expert.

5. CONCLUSIONS

In this work we considered multi-channel fusion in the con-
text of environmental adaptation for biometric systems. We
introduce a general formulation to the problem and propose
several effective approaches to carryout environment-
adaptive decision fusion. Experiments show environmental
confidence weighting and optimal channel weighting both
achieve higher recognition rate comparing with the straight-
forward naive Bayes fusion. Moreover, the optimal channel
weighing method consistently shows improved recognition
accuracy over other systems, while guarantees to perform no
worse than any of the individual biometric channels under all
environmental conditions. The work also validates that envi-
ronment-adaptive multi-channel biometric systems can offer
significant gains in robustness and reliability, and it is a
promising vector for further research.
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