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ABSTRACT

We propose a spatio-temporal error concealment algorithm for video
transmission in an error-prone environment. The proposed tech-
nique employs motion vector estimation, edge-preserving interpo-
lation, and texture analysis/synthesis. It has two main advantages
with respect to existing methods, namely i) it aims at optimizing
the visual quality of the restored video, and not only PSNR, and ii)
it employs an automatic mode selection algorithm in order to de-
cide, on a macroblock basis, whether to use the spatial restoration,
the temporal one, or a combination thereof. The algorithm has
been applied to H.26L video, providing satisfactory performance
over a large set of operating conditions.

1. INTRODUCTION AND STATE-OF-THE-ART

A considerable effort is recently being spent in the development
of effective techniques for the transmission of compressed video
sequences over networks potentially subject to packet losses. In
these applications, one has to cope with the fact that the network
may be subject to congestion, thus causing some packets to be un-
usable at the receiver side because of excessive delay. In order to
provide a minimum degree of quality even in case of packet losses,
it is necessary that the decoder be equipped with error conceal-
ment tools, in such a way as to estimate the missing data from the
received ones, and to optimize the end-to-end quality of service.

As for video sequences, both spatial and temporal error con-
cealment algorithms have been proposed. Algorithms of the tem-
poral class typically require less computational resources. Pro-
posed techniques include, amongst others, projection onto convex
sets [1] and boundary matching. Temporal concealment may fail
in the presence of scene changes, fast motion, rotation and de-
formation of objects [2]. Therefore, a practical algorithm should
also include a spatial interpolator to recover missing macroblocks
(MB), e.g. based on a DCT domain formulation [3] or on projec-
tion onto convex sets [4]. Spatio-temporal techniques have also
been proposed, using boundary matching [2] or Markov random
fields (MRF) [5, 6, 7].

In most spatio-temporal error concealment algorithms, once a
corrupted MB or slice has been detected, one has to decide whether
to apply spatial or temporal restoration. For example, in [8] the
spatial part is only used in the first I frame of the video sequence, or

in case of scene changes. In [5, 9] the spatial algorithm is applied
to all MBs in I-frames, while the temporal one to all MBs in P-
frames. In [6] it is assumed that the coding modes are known; thus,
the spatial algorithm is applied to all intra-coded MBs, and the
temporal one to all inter-coded ones. It must be noticed that spa-
tial and temporal concealment provide quite different visual qual-
ity and PSNR. If the motion vectors (MV) can be estimated with
a satisfactory degree of accuracy, temporal concealment usually
yields better results, since the replaced MB is sharp and fairly sim-
ilar to the original. Conversely, if one employs inaccurate MVs,
discontinuities are likely to appear. Spatial interpolation usually
provides blurred estimates of the missing MB; however, it does
not introduce discontinuities, and is hence preferable to an inac-
curate temporal estimate. Moreover, one should be cautious in
the interpretation of the coding mode of a MB or frame. Intra
frames or MBs do not necessarily mean that the lost MB cannot
be easily predicted from the reference frame; as an example, sev-
eral encoders force a certain percentage of intra frames or MBs to
improve robustness to bit errors or packet losses.

In this paper we propose a spatio-temporal error concealment
algorithm, based on MV estimation and edge-preserving MAP es-
timation based on a MRF model. We propose to use gradient-based
boundary matching (GBM) directional information to set the pa-
rameters of the temporal and spatial concealment algorithms, in-
dependently of the original MB and frame coding modes, in order
to achieve optimal reconstruction as for PSNR and visual quality.

2. PROPOSED ALGORITHM

The proposed error concealment algorithm is sketched in Fig. 1. A
buffer stores the reference frame for prediction. First, MVs are re-
estimated by searching for the best matching MB in the reference
frame, using classical boundary matching. Then, the restoration
mode is selected based on the value of the GBM metric. Three pos-
sibile modes are supported, namely i) fully temporal reconstruc-
tion, ii) combined spatio-temporal reconstruction, and iii) fully
spatial reconstruction. Details of the temporal and spatial algo-
rithms, along with their combination, are given in the following.
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Fig. 1. Block scheme of the proposed algorithm

2.1. Temporal restoration

The MV estimation is based on the algorithm in [6] (see the ref-
erence paper for more details). Given the 16x16 lost MB, four
8x8 blocks are considered, i.e. the ones on the top and left side of
the MB. For each of these blocks, motion estimation with respect
to the reference frame is performed, thus yielding four candidate
MVs. Among the four corresponding MBs, the one that exhibits
the best boundary matching with the surrounding MBs is selected
as replacement MB.

2.2. Spatial restoration

Spatial restoration is performed using the coarse-to-fine MRF in-
terpolator in [7], improved with texture synthesis in order to op-
timize visual appearance, as in [10]. The algorithm first finds a
smooth estimate of the missing MB by means of an averaging fil-
ter. It then performs edge-directional interpolation based on the
MRF model in [6], first at the MB level, and then at the quarter-MB
level [7]. The MRF interpolator converges after a certain number
of iterations (typically 70 for spatial restoration).

Finally, the algorithm analyzes texture in the neighboring MBs
and, if a texture template compatible with the current reconstruc-
tion is found, a new texture is synthesized and merged with it. In
this paper we do not focus on implementation details, but rather on
mode selection; the interested reader can find more information in
[7, 10].

2.3. Mode selection

The mode selection rule is based on the value of the new GBM
metric. This metric is designed so as to penalize directional edge
discontinuity between the replacement MB corresponding to the
estimated MB, and the surrounding part of the frame, since this
kind of discontinuity negatively impacts on PSNR and especially
visual quality.

In the GBM, we consider the pixels on the internal upper and
lower boundaries of the missing MB, replaced by the MB in the
reference frame pointed at by the estimated MV; we do not use the
left and right boundaries, since they can be missing if a complete
slice is lost. For each pixel of these boundaries, we consider a
clique � and a complement �� as in Fig. 2, and eight directions
between the current pixel and each component of its clique. For
each direction, we define a counter ��, � � �� � � � � � for each
pixel of the clique and its complement, which is used to measure
edge strength and direction for the current pixel; unlike [6], we use
this information as a block matching metric.

In particular, we consider a window of 5x5 pixels centered in
the current boundary pixel; for each pixel of the window, we com-
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Fig. 2. (a) a pixel and its 16-pel clique; (b) a pixel, its clique � and
the complement �� (dark area), and the eight directions.

pute the gradient magnitude � and phase �. Upon detection of an
edge passing through the clique or its complement, we increment
by � the counter related to the edge direction.

The information on the counters is used to evaluate the degree
of matching of the replenishment block. A pixel of the boundary is
labeled as “correctly aligned” (i.e. with good directional boundary
match) if, in at least five of the eight directions, the correspond-
ing counters �� of the clique and its complement both exceed a
threshold �, or they are both below it; otherwise, a bad match is
declared. The threshold � is selected automatically as a function
of the standard deviation of the current frame, as � � �

�

�
.

Based on the labels assigned by the GBM metric, mode selec-
tion is performed as follows; notice that the rule does not depend
on the frame or MB coding modes, this latter ones likely having
been lost along with the DCT coefficients of the MB.

� If most boundary pixels of a MB (�90%) exhibit a good
match, this means that the MV estimate is accurate. As a
consequence, temporal replacement is performed using the
MB pointed at by the estimated MV. In this case, temporal
replacement is preferable because it provides a sharper and
hence more pleasant reconstruction.

� If not enough pixels (�75%) exhibit a good match, the MV
estimate is likely inaccurate. Thus, temporal replacement
would provide a reconstruction with discontinuities. In this
case fully spatial restoration is performed as described in
Sect. 2.2.

� If the percentage of pixels with good match is between 75%
and 90%, an intermediate solution is adopted. The MB
pointed at by the estimated MV is used, not as replacement,
but as initial estimate for the spatial reconstruction method.
Fewer iterations of the MRF interpolator are required (say
4), whose main purpose is to smooth out discontinuities
across the MB boundary. Thus, the obtained reconstruction
is sharper than the fully spatial interpolation, but reasonably
well connected to the neighboring MBs.
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3. EXPERIMENTAL RESULTS

The proposed algorithm with GBM mode selection (labeled as
GBM-MS in the following) has been tested using H.26L [11] as
coding framework (JM 2 codec, ver. 2.1). In the following we
report the results obtained on two QCIF video sequences, namely
foreman and carphone; the first one has been coded at 188 kbps
with a temporal resolution of 30 fps, while the second one has
been coded at 90 kbps with a temporal resolution of 10 fps; slices
are formed so as to contain 11 MBs. The proposed algorithm has
been compared with two other mode selection rules. The first one
applies the temporal algorithm to all inter-coded MBs, and the full
spatial reconstruction to all intra-coded ones, as in [6] (notice that
this is possible only if the coding modes are correctly received); in
the following it is labeled as MB-MS. The second one applies the
temporal algorithm to predictive frames, and the full spatial recon-
struction to intra-coded frames [8, 9]; in the following it is referred
to as F-MS.

We report the results achieved by the proposed algorithm and
the other two methods concealing an intra-coded frame (Fig. 3 and
4) and an inter-coded frame (Fig. 5 and 6) from the two sequences.
We assume a loss of about 20% of the image (i.e. two slices) due
to network congestion.

(a)

(c)

(b)

(d)

Fig. 3. An intra-coded frame from the carphone sequence: (a)
original; reconstruction using (b) F-MS, (c) MB-MS, (d) GBM-
MS

Let us consider the carphone sequence, and particularly the
I-frame shown in Fig. 3; in this case the two MB-MS and F-MS
methods apply a fully spatial technique that can hardly recover
the lost information, because only the above and below MBs pro-
vide uncorrupted information. The GBM-MS algorithm is capable
of exploiting the temporal redundancy also if the frame is intra-
coded, and is able to improve the temporal reconstruction if it is
not smoothly connected to the surrounding area, by integrating it
with a spatial interpolation or by replacing it with a full-spatial
reconstruction.

In Fig. 5 the recovery of Inter-coded MBs is shown: in this
case the F-MS method reconstructs all the MBs by using the tem-
poral algorithm, thus generating some artifacts. Moreover, the

(a)

(c)

(b)

(d)

Fig. 4. An intra-coded frame from the foreman sequence: (a) orig-
inal; reconstruction using (b) F-MS, (c) MB-MS, (d) GBM-MS

MB-MS also produces some artifacts due to an inappropriate use
of the spatial reconstruction, and to an inaccurate estimation of
MVs. Conversely, the GBM algorithm provides a more pleasant
reconstruction by avoiding the discontinuities caused by the mis-
match between the missing MB and its replacement.

Analogous considerations can be made for the foreman se-
quence (Fig. 4 and 6). As can be seen in Fig. 4, the reconstruction
quality of the intra-frame is significantly improved by exploiting
temporal information. Let us then consider the P-frame shown in
Fig. 6: due to the large amount of motion of this part of the se-
quence, the MB-MS and the F-MS methods, which mainly exploit
the temporal redundancy, produce reconstructions affected by re-
markable artifacts. On the contrary, the GBM method attempts to
smooth the discontinuities produced by the fast camera movement,
thus providing a better reconstruction.

As can be seen in Tab. 1, the PSNR values obtained by the
three methods confirm these considerations, showing that the pro-
posed method is able to yield reconstructions that are more similar
to the original image than those provided by the other methods.
These values have also been compared with those obtained by the
built-in error concealment algorithm of H.26L [12]. As can be
seen, in the intra frames our proposed technique outperforms the
built-in algorithm, though at the expenses of a higher complexity.
The results in the P frames are not comparable, and are reported
only for completeness, since the built-in algorithm does employ
the MVs of available neighboring MBs, while the proposed one
does not.

4. CONCLUSIONS

In this paper we have proposed a spatio-temporal error conceal-
ment algorithm that aims at optimizing both visual quality and
PSNR. We have shown that, by means of mode selection, a care-
ful combination of the spatial and temporal interpolators can pro-
vide largely improved results. Application to H.26L video has
shown that the proposed algorithm provides satisfactory perfor-
mance with respect to other strategies.
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(a)

(c)

(b)

(d)

Fig. 5. An inter-coded frame from the carphone sequence: (a)
original; reconstruction using (b) F-MS, (c) MB-MS, (d) GBM-
MS

Table 1. PSNR (dB) comparison for the carphone and foreman
video sequences (20% packet loss rate)

Method I-frame P-frame
Carphone

F-MS 26.29 25.56
MB-MS 26.29 25.14
GBM-MS 28.52 26.17
H.26L 27.74 27.90

Foreman
F-MS 26.70 25.18
MB-MS 26.68 24.48
GBM-MS 32.15 26.23
H.26L 25.71 36.71
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