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ABSTRACT

This papeilinvestigatesheuseof microphonearraysto acquireand
recognisespeechin meetings. Meetingsposeseveral interesting
problemsfor speectprocessingasthey consistof multiple com-
petingspeakrswithin asmallspacetypically aroundatable.Due
to their ability to provide hands-freeacquisitionand directional
discrimination,microphonearrayspresenta potential alternatve

to close-talkingmicrophonesn suchanapplication.We first pro-

poseanappropriatenicrophonerraygeometryandimprovedpro-

cessingtechniquefor this scenariopaying particularattentionto

speakr separatiorduring possibleoverlapsegments.Datacollec-
tion of a small vocahulary speectrecognitioncorpus(Numbers)
was performedin a real meetingroom for a single spealkr, and
several overlappingspeechscenarios.In speechrecognitionex-

perimentson the acquireddatabasethe performanceof the mi-

crophonearraysystemis comparedo thatof a close-talkindapel
microphoneanda singletable-topmicrophone.

1. INTRODUCTION

Meetingsareafundamentahumanactiity, in whichspeeclalong
with other modalities)is usedto shareand develop information
betweena group of people. For this reasonmeetingspresentan
importantapplicationdomainfor speectprocessingechnologies.

One of the problemsthat arisesin meetingspeechs that of
multipleconcurrenspeakrs. Overlappingspeechmayoccurwhen
someoneattemptsto take over the main discussionwhen some-
oneinterjectsa brief commentover the main speakr, or whena
separateorversationtakes placein additionto the main discus-
sion. In [1] it wasidentifiedthataround10-15%o0f wordsor 50%
of speechsggmentsin a meetingor telephonecorversationcon-
tain somedegreeof overlappingspeechTheseoverlappedspeech
segmentsareproblematidor speectrecognition producinganab-
soluteincreasen word errorrateof betweenl5-30%usingclose-
talking microphonedor alargevocalulary task[1, 2].

In this paper we investigatehe useof amicrophonearrayfor
acquisitionof speechin meetings.Close-talkingmicrophonesre
usedin mostapplicationsastheir proximity ensures high signal
level, andalsobecausehe spealkr constitutesan acousticbarrier
thatreducesoomreverberationeffects. The major disadantage,
however, is thatmeetingparticipantsarerequiredto wearlapelor
head-mountednicrophones.Microphonearraysoffer a potential
solutionto remove this constraint.

A microphonearray hasthe ability to discriminatebetween
multiple competingspeakrsbasedntheirlocation.Recentwork
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hasshavn thatmicrophonearrayscanprovide a viable alternatve
to close-talkingmicrophonedor single speakr speechrecogni-
tion in noisy ervironments[3, 4]. While the robustnesf micro-
phonearrayrecognitionsystemgo backgroundhoiseandgeneral
localisednoise sourceshasbeenestablishedasyet, no recogni-
tion resultshave beenpublishedinvestigatingthe performanceof
anarraysystemn the presencef genuinecompetingspeech.

This papemakesseveralcontritutions. Wefirst proposea mi-
crophonearraysystemsuitablefor usein smallmeetings.For the
enhancementye presenta simplificationof the post-filteringap-
proachpresentedn [5], which incorporateghe theoreticalnoise
field coherencean the post-filter estimation. In this framework,
we proposea coherencanodel that takes both the background
noise and localisedspealers into consideration. A geometryis
proposedandanalysedo shav the theoreticaldiscriminationbe-
tweenspealkr locationsin acommonmeetingconfiguration.

Following this,we describehecollectionof experimentabata
in arealmeetingroom. TheNumbersrecognitioncorpusis played
through loudspeaérs for various single and competingspealer
scenarios,and re-recordedon lapel, table-topand array micro-
phones.To addresghe currentlack of multi-channelspeectcor
pora,theresultingmulti-channeldatabasés beingdistributed[6].
Speechrecognitionexperimentsare performedon the database,
comparingthe performanceof the proposedarrayprocessingys-
tem to that of the close-talkinglapel microphonesaswell asa
singletable-topmicrophone Theresultsdemonstratéoththatar-
rays presenta viable alternatve to close-talkingmicrophonedgor
singlespealers,andthatthey canbe successfuin combattingthe
effectsof overlappingspeech.

2. MICROPHONE ARRAY SYSTEM

In this section,we presenta microphonearray systemfor small
meetingsdiscussingoththe enhancemertechniqueaswell asa
suitablearraygeometry

2.1. Enhancement Technique

A block diagramof the microphonearray processingsystemis
shavn in Figurel. It includesa filter-sumbeamformerfollowed
by a post-filteringstage.

For the beamformerwe usethe superdirectie techniqueto
calculatethe channeffilters w, maximisingthe arraygain, while
maintaininga minimum constrainton the white noisegain. This
techniqueis fully describedn [7].
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Fig. 1. Filter-sumbeamformemvith post-filter

For the post-filteringstage,we apply the post-filter proposed
in [5], with two modifications. This post-filteris a generalisation
of the standardZelinksi post-filter [8, 9] in that the assumption
of anincoherentoisefield is replacedwith that of an assumed
noisefield coherencenodel. The first modificationwe proposds
to simplify the estimationproceduredescribedn [5]. Thesecond
modificationis to incorporatdocalisedcompetingspealkrsin the
noisefield coherencenodel.

2.1.1. Post-filter Estimation

Use of a post-filter after the beamformingstagehelpsto further
reducethe broadbandhoiseenegy [10]. The Wiener post-filter
transferfunctionis given by (omitting the frequeny dependence
for simplicity) :

¢ss
h=—%
¢ss + ¢nn

whereg,, andg,, arethesignalandnoisepower spectraldensi-
ties,respectrely.

In [5] we proposeda techniquefor estimatinga microphone
arraypost-filterbasedbn anassumedhoisefield coherencenodel,
T',.». Theformulationrequiredthesolutionof aquadraticequation
to estimatethe signal power spectraldensity ¢,s. This hasthe
incorvenienceof needingto choosebetweendual solutions,and
alsoincreaseccomputationabompleity over the standardzelin-
ski techniqueuponwhich it is based[8, 9]. Here we presenta
simplificationof theapproacho addressheseimitations.

Following applicationof thetime alignmentandundertheas-
sumptionsof : the samedesiredsignalcomponengacrosssensors
(¢s,-sj = ¢s5); Nocorrelationbetweerthesignalandnoise(¢s, =
0); the samenoise power spectrumon eachchannel(¢n;»n; =
¢nn); andaknown noisefield coherencenodel;we canwrite :

¢mimj ¢’ss + ¢ninj
¢mimi = (bss + ¢7nn
T _ ¢m‘nj

nin; - ¢nn

whereg,,,; is the crossspectraldensitybetweenmicrophones
andj. Fromtheseequationsyve obtain

_ ¢$imj B Fnin]‘ d)miwi
1-—- Pn,'nj
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Asthecoherenceanvary between-1 < T',,,, < 1, theprob-
lem of division by zeroshouldbe avoidedby enforcingan upper
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Fig. 2. MeetingRoomConfiguration

boundon the coherencevalues. The estimatedsignalpower spec-
tral densitycanthenbeaveragedover all sensoipairsto give aro-
bustestimationof the Wienerpost-filternumeratar This approach
differs from thatin [5] by makingthe assumptiorof samenoise
power spectraldensityon all sensors. The denominator(¢ss +
¢nn) canbeestimatedy asimilar averagingof ¢4, ;. As well as
having a singledirectsolution,the above formulationgivesa sig-
nificantreductionin computationatompleity overthatproposed
in [5].

2.1.2. ProposedNoiseField CoheenceModel

The post-filter estimationrequiresa coherencemodel, T'y,,,. In
the previouswork, a diffusenoisefield wasassumedasit givesa
goodapproximatiorof anumberof practicalnoisesituationssuch
asoffice noise. In the experimentsin this paperhowever, signif-
icantnoiseenegy comesfrom localisednoisesourcesrendering
apurelydiffusenoisefield modelinappropriate We thuspropose
usinga coherencenatrix which is theweightedsumof thediffuse
noisecoherencendthatof thelocalisednoisesourcesasfollows

¢dd5inc(%) + S puexp (%)
Thin, =
i ¢aqa + 3L du

where ¢4q is the componentof the noise powver dueto the dif-

fusenoisefield, and¢;; thatdueto thelt” localisednoisesource.
Thesecomponentsare not normally knowvn in adwance, and in

practice hand-adjustedrequeng-independentaluescanbeused
to achiere a compromisebetweendiffuse andlocalisednoisere-
duction.

@)

2.2. Array Geometry

In thispaperweinvestigateascenariavherefour peopleareequally
spacedarounda small meetingtable. To give uniform discrimi-
nationover all possiblespeakr locations,we proposea circular
array at the centreof the table. In particular we use 8 equally
spacedomnidirectionalmicrophoneswith diameter20 cm. This
configurationis shavn in Figure2.

Figure3 shaws the directivity patternsfor the beamformemt
100Hz and 1000Hz usingthe proposedgyeometry The patterns
in all four speakr directionsare superimposedwith spealkr 1
shavnin bold. From3 (a) we seethat,despitepoorlow frequencg
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(a) 100 Hz

(b) 1000 Hz
9 1

Fig. 3. Directivity patternsat 100Hz and1000Hz (spealker 1 in
bold)

directiity, thetheoreticalrrayattenuateshe competingspealers
to approximately30% of thelevel of the desiredspeakr. As seen
in Figure3 (b), thisdiscriminationimprovesathigherfrequencies
with nulls developingin thedirectionof competingspeakrs.

3. DATA COLLECTION

Therearecurrentlyno publicly available corporasuitablefor mi-
crophonearrayspeechrecognitionresearchTherefore theinitial
focusof this work wasto generate multi-microphonecorpusfor
experimentatiorandpublic distribution.

The databasevascollectedby outputtingutterance$rom the
Numberscorpus(telephonequality speech30-word vocalulary)
on one or more loudspea&rs, and recordingthe resultingsound
field usinga microphonearrayandvariouslapelandtable-topmi-
crophones.The goal of this work wasto comparerelative speech
recognitionperformanceisingdifferentmicrophoneconfigurations
in variousnoisesituationsandthusasmallvocatulary corpuswas
consideredhppropriate.

Threeloudspeakrs (L1, L2, L3) wereplacedat 90dey spac-
ings aroundthe circumferenceof a 1.2m diametercircular table
at an elevation of 35cm. The placemenbf the loudspea&rs sim-
ulatedthe presenceof a desiredspealer (L1) andtwo competing
speakrs(L2 andL3) in arealisticmeetingroomconfiguration.

An 8-elementequallyspacedcircular array of 20cmdiame-
terwasplacedin the middle of thetable,andanadditionalmicro-
phonewas placedat the centreof the table. Lapel microphones
were attachedo t-shirts hangingfrom eachof the loudspeakrs.
The sametype of omnidirectionalmicrophonewasusedin all lo-
cations.Thecirculartablewaslocatedat oneendof a moderately
reverberant8.2mx 3.6mx 2.4mrectangularoom. The dominant
non-speecmoisesourcewasa PC locatedat the oppositeend of

the room. The experimentalconfigurationis illustratedin Figure
2.

Theenengy levelsof all utterancei theNumberscorpuswere
normalisedo ensurerelatively constantlesiredspeechevel across
all recordings.The corpuswasthendividedinto a 6049-utterance
training set, a 2026-utterancecrossvalidation set, and a 2061-
utterancetest set. “Competing-speak™ versionsof the cross-
validationandtestsetswerealsoproduceddy rearranginghe or-
derof their respectie utterances.

The cross-alidation and test setswere outputfrom L1 with
no overlappingspeechandrecordedon all microphonechannels.
This wasthenrepeatednultiple timesin the presencef overlap-
ping speechoutputfrom L2 and/orL3. All threepossiblecompet-
ing spealer scenariosvere considered.The outputlevels of L1,
L2 and L3 wereidentical, and were kept constantin all record-
ing scenarios. The multi-loudspeakr dataplaybackand multi-
microphoneecordingveremanagedby thesamesquipmentwhich
ensuredhatall input channelsveresimultaneouslysampledand
thatthe microphonerecordingswvere synchronisedvith the loud-
speakr outputs. The samplingrate usedin all recordingswas
8kHz. All subsequendiscussionwill referto the recordingsce-
nariosasS; (no overlappingspeech)S;» andS;3 (1 competing
spealkr), andS; 23 (2 competingspealkrs).

A multi-microphonecorpuscontainingall recordingsletailed
above hasbeencompiled,andis now publicly available [6].

For theseexperiments,the microphonearray processingle-
scribedin Section2 wasappliedto the microphonearrayrecord-
ings from eachscenarioin orderto enhancethe desiredspeech
signal.

4. EXPERIMENTSAND RESULTS

A baselinespeechrecognitionsystemwastrainedusingHTK on
the cleantraining setfrom the original Numberscorpus.The sys-
tem consistedof 80 tied-statetriphone HMM' s with 3 emitting
statespertriphoneand 12 mixturesper state. 39-elemenfeature
vectorswereused,comprisingl3 MFCC'’s (includingthe Oth cep-
stral coeficient) with their first andsecondorderderivatives. The
baselinesystengave aWER of 6.32%usingthecleantestsetfrom
theoriginal Numberscorpus.

Threerecorded‘channels”resultingfrom the datacollection
andmicrophonearrayprocessingvereretainedfor speechrecog-
nition modeladaptatiorandperformancesvaluation. Thesechan-
nelswere:

o Centretabletopmicrophonerecording(Centre)
e Desiredspeakr (L1) lapelmicrophoneecording(Lapel)
e Enhancedutputof microphonearrayprocessingArray)

MAP adaptationwasperformedon the baselinemodelsusing
the cross-alidation setfor eachchannel-scenaripair, andthen
thespeeclrecognitionperformancef theadaptednodelswasas-
sessedisingthe correspondingecordedtestset. Table 1 shavs
theword errorrate(WER) resultsfor all channel-scenaripairs.

Fromthe S; resultsthe WER’sfor the Array andLapelchan-
nelswerethe sameandcomparabléo thatof thebaselinesystem.
This shawvs thatthe recognitionperformanceof the table-topmi-
crophonearrayis equivalentto the close-talkingapelmicrophone
in low noiseconditions.The WER for thecentremicrophonechan-
nelis slightly higherdueto its distancefrom the desiredspealer,
andgreatersusceptibilityto roomreverberation.
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Scenario|| Lapel | Centre| Array
St 7.01 | 10.06 | 7.00
Si2 26.69 | 60.45 | 19.37
Si3 22.17 | 54.67 | 19.26
Si23 35.25| 73.55 | 26.64

Table 1. Word errorrateresults(%)
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Fig. 4. WER resultsfor differentnumbersof competingspealkrs

Theadditionof a singlecompetingspealker (S;2 andS;3) (re-
sultingin approximately0dB SNR at the centremicrophondoca-
tion) had a severe effect on the WER for the centremicrophone
channel. The lapel microphonechannelperformedsubstantially
betterdueto its proximity to the desiredspealkr. This difference
in WER wasmore pronouncedvhena seconccompetingspealer
wasintroducedin S;»3 (resultingin approximately-3dB SNR at
the centremicrophondocation).

In all overlappingspeechscenariosthemicrophonearrayout-
putgave betterword recognitionperformancehanboththecentre
and lapel microphonechannels. Theseresultsare put in context
whenone considershat the individual microphonesn the array
wereeachsubjectedo essentiallythe samesoundfield asthecen-
tre microphone. The signal enhancemenprovided by the array
processingovercamethe lower SNR andincreasedeverberation
susceptibility andimproved recognitionaccurag to a level that
exceededhatof the close-talkingapelmicrophone.

Figure 4 illustratesthe WER trendsfor eachchannelin sce-
narioswith 0, 1 and2 competingspealers. The valuesplottedfor
the singlecompetingspealer casearethe averageof the S;» and
S13 WERTesultsshavn in Tablel.

5. CONCLUSIONS

In this work a table-topmicrophonearray suitablefor usein a
meetingroomwaspresentedA microphonearraypostfilterbased
on an assumechoisefield coherencanodelwas usedwherethe
coherencenodelwasformulatedto accountfor multiple localised
noisesourceswithin anotherwisediffusenoisefield.
Speechrecognitionperformanceaisingtheoutputof themicro-
phonearraywascomparedo recognitionperformanceisingboth
a close-talkinglapel microphoneattachedo the desiredspeakr,
anda single microphonein the centreof a meetingtable. When
no overlappingspeechwas present.the array outputrecognition

performanceavasequialentto thatof thelapelmicrophoneln the
presencef overlappingspeechthemicrophonearraysuccessfully
enhancedhedesiredspeechandgave thebestrecognitionperfor
manceof all microphoneconfigurationgested.

A microphonearrayspeechrecognitiondatabaséasednthe
Numberscorpuswasrecordedduring this work, andis now avail-
ablefor public distribution [6].
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