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ABSTRACT

To find thepositionof anacousticsourcein aroom,asetof relative
delaysamongdifferent microphonepairs has to be determined.
The generalizedcross-correlationmethodis the mostpopularto
do so and is well explainedin a landmarkpaperby Knapp and
Carter. In this paper, we show how we cantake advantageof the
redundancy whenmorethantwo microphonesareavailable. It is
believedthattheredundancy will helpto bettercopewith noiseand
reverberation. The idea of cross-correlationcoefficient between
two signalsis generalizedto the multichannelcaseby using the
notion of spatialprediction. The multichannelspatialcorrelation
matrix is thendeducedandit is shown how it canbeusedfor time
delayestimation.

1. INTRODUCTION
Traditionally, time delay estimation(TDE), from measurements
provided by an arrayof sensors,hasplayedan importantrole in
radar, sonar, andseismologyfor localizingradiatingsources.Nowa-
days,with the increaseddevelopmentof communicationsamong
humansand human-machineinterfaces,the needfor localizing
and tracking acousticsourcesin a room has becomeessential.
Two specificexamplesareautomaticcameratracking for video-
conferencingandmicrophonearraybeamsteeringfor suppressing
reverberationin all typesof communicationandvoiceprocessing
systems. Thus, the time delay estimation-basedlocator hasbe-
comethe techniqueof choicein theseapplications,especiallyin
recentdigital systems.

Thegeneralizedcross-correlation(GCC)method,proposedby
KnappandCarterin 1976[1], is the mostpopulartechniquefor
TDE. The delay estimateis obtainedas the time-lag that max-
imizes the cross-correlationbetweenfiltered versionsof the re-
ceivedsignals.Sincethen,many new ideashave beenproposedto
dealbetterwith noiseandreverberation;see[2], [3], [4], [5], [6],
[7], [8], [9]. In this paper, we developsomeideasaroundthespa-
tial correlationmatrix of multiple microphonesandshow how to
applythis to TDE. As it will beshown, our approachis a general-
izationof theGCCto themultichannel(morethan2 microphones)
case.

2. SIGNAL MODEL
Supposethatwehave ����� microphonesignals�	��
 �	
 , ��������������������� .
Without lossof generality, we assumethatthewave is in-phaseat
microphone0. Weconsiderthefollowing propagationmodel:�	��
 �	
������ �!
 �#"%$�"'&(��) *,+�
-�'./�0
 �	
1� (1)
where��� , ���2�������43-����������� , aretheattenuationfactorsdueto prop-
agationeffects,$ is thepropagationtimefrom theunknown source�!
 �	
 to microphone0, ./��
 �	
 is an additive noisesignalat the � th
microphone,* is therelative delaybetweenmicrophones0 and1,
and &5��) *,+ is therelative delaybetweenmicrophones0 and � . The
function & � dependsof * but alsoof themicrophonearraygeom-
etry. For example,in the far-field case(planewave propagation),
for a linearequispacedarray, we have:& � ) *	+6� �7*8� (2)

andfor a linearnon-equispacedarray, wehave:&5�0) *	+6� 9 �;:=<>7?A@�B >B @ *8� (3)

where B > is the distancebetweenmicrophonesC and CD�E� , CF���������3-�����������G"H� . In thenear-field case,&(� dependsalsoonthepo-
sitionof thesource.In general* is notknown, but thegeometryof
theantennais known suchthat theexactmathematicalrelationof
therelativedelaybetweenmicrophones0 and � is well definedand
given. It is furtherassumedthat �!
 �	
 and ./�0
 �	
 , �I�J��������3-����������� ,
arezero-mean,mutuallyuncorrelated,stationaryGaussianrandom
processes.

3. SPATIAL PREDICTION AND INTERPOLATION
The notion of spatialpredictionwaspresentedin [10] but in the
simplecasethatmakesthespatialpredictionequivalentto theclas-
sical linearprediction.In this section,we generalizethis ideain a
way thatthegeometryof thearrayis takeninto accountaswell as
therelativedelayamongtheelementsof thisarray. As aresult,the
spatialcorrelationmatrixhasamuchmoregeneralform.

3.1. Linear Forward Spatial Prediction
Consideringthemicrophone0, we would like to align successive
time samplesof this microphonesignalwith spatialsamplesfrom
the � othermicrophonesignals. It is clearthat � @ 
 �%"K&(LI) *	+�
 is
in-phasewith thesignals�	�1
 �%"M& L ) *	+=��&5��) *,+�
 , �N�O����3-����������� .
From theseobservations,we definethe following forward spatial
predictionerrorsignal:P @ 
 �Q"R&(LI) ST+�
	��� @ 
 �#"'&�L�) ST+�
8" x U <WV L 
 �Q"'&�LI) ST+�
 a X�� (4)

whereS is any guessedrelativedelay, superscriptU denotestrans-
poseof a vectoror a matrix,
x <WV L�
 �Q"'&(L�) SG+�
Y�E
 � < 
 �Q"'&�L�) ST+��M& < ) SG+�
[Z�Z\ZI��LI
 �	
�
;U
and

a X � 
^] X[_ < ] X[_ `aZ�Z�Z ] Xb_ L 
 U
is thelinearforwardspatialpredictor. Considerthecriterionc X[_ @ � d�e P `@ 
 �f"R& L ) SG+�
hgi� (5)

where dFe!Z g denotesmathematicalexpectation.
Minimizationof (5) leadsto theequation:

R Xb_ <WV L a X � r X[_ <WV L�� (6)

where
R X[_ <WV Lfj'k[l x <WV LIm n�oQp�L=q7rtshu x U <WV L m nvoGp\LIq7rFs u;w
j xyz k[l4{ ` < m n�u;w |}|�|~k[l4{ < m n�oQp�L�u�{�LIm n�o#p < u;w

...
...

...k[l4{�LIm n�oQp < u�{ < m n�oQp�L�u;wa|}|�| k[l4{ `L m n8u;w
� ��

is thespatialcorrelationmatrix,and

r X[_ <WV L � dFe x <WV L�
 �Q"H&(LD) SG+�
�� @ 
 �#"'&�L�) ST+�
hg� �� d�e5� < 
 �#"R& L ) ST+A�M& < ) ST+�
�� @ 
 �#"R& L ) ST+�
hg
...d�e���LI
 �	
�� @ 
 �Q"H&(LD) SG+�
 g

��
� �� d�e5� < 
 �	
�� @ 
 �Q"H& < ) SG+�
 g

...d�e5��LI
 �	
�� @ 
 �Q"H&�L�) ST+�
hg
��
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is thespatialcorrelationvector.
Notethat thespatialcorrelationmatrix is not Toeplitz in gen-

eral,exceptfor someparticularcases.
For S���* and for the noisefree casewhere ./��
 �	
���� ,���E����3i����������� , it caneasilybecheckedthatwith oursignalmodel,

therankof matrix R � _ <WV L is equalto 1. This meansthat thesam-
ples � @ 
 �%"�*�
 canbe perfectlypredictedfrom any of oneother
microphonesamples.However, thenoiseis never zeroin practice
andis in generalisotropic. The energy of the differentnoisesat
themicrophoneswill beaddedat themaindiagonalof thecorrela-
tion matrix R � _ <WV L , will regularizeit, andthis matrix will become
positive definite(which we supposein the restof this paper). A
uniquesolutionto (6) is thenguaranteedwhatever thenumberof
microphones.This solutionis optimalfrom a Wienertheorypoint
of view.

3.2. Linear Backward Spatial Prediction
Consideringthemicrophone� , we would like to align successive
time samplesof this microphonesignalwith spatialsamplesfrom
the � othermicrophonesignals. It is clearthat ��LI
 �	
 is in-phase
with thesignals�	��
 �#"H& L ) *,+	�K&5��) *,+�
 , ����������������������"�� . From
theseobservations,we definethefollowing backwardspatialpre-
dictionerrorsignal:P LI
 �#"R&(LI) ST+�
Y� ��LI
 �	
," x U@ V L :=< 
 �#"'&�L�) ST+�
 b X�� (7)

where

x @ V L :=< 
 �Q"'& L ) SG+�
	�E
 � @ 
 �#"'& L ) ST+��M& @ ) SG+�
Z�Z�ZI�	L :�< 
 �Q"H&�L�) ST+A��&�L :=< ) SG+�
�
7U
and

b X � 
[� X[_ < � Xb_ `�Z�Z\Z � X[_ L 
;U
is thelinearbackwardspatialpredictor. Minimization of thecrite-
rion c X[_ L � dFe P `L 
 �#"'&(LD) SG+�
 g (8)

leadsto theequation:

R X[_ @ V L :�< b X � r X[_ @ V L :�< � (9)

where

R X[_ @ V L :=< ��d�e x @ V L :=< 
 �Q"H& L ) ST+�
 x U@ V L :=< 
 �Q"H& L ) SG+�
 g
and

r X[_ @ V L :�< � dFe x @ V L :�< 
 �Q"R& L ) ST+�
�� L 
 �	
 g!�
3.3. Linear Spatial Interpolation
Theideaspresentedfor spatialpredictioncaneasilybeextendedto
spatialinterpolation,wherewe considerany microphoneelement� , �����-������3i����������� . Thespatialinterpolationerrorsignalis defined
as P ��
 �f"R&(L�) ST+�
Y� " x U@ V L 
 �f"R&(LD) SG+�
 c X[_ �1� (10)

where
x @ V L�
 �#"'&�L�) ST+�
,�E
 � @ 
 �Q"R&(LI) ST+A�K& @ ) ST+�
� < 
 �Q"R&(LI) ST+A�K& < ) ST+�
bZ�Z�Z=��LI
 ��
�
;U
and

c X[_ ��� 
[� X[_ � _ @ � X[_ � _ <�Z�Z\Z � X[_ � _ L 
hU
with � X[_ � _ ����"�� , is thespatialinterpolator. Thecriterionassoci-
atedwith (10) is:c Xb_ � � dFe P `� 
 �Q"R& L ) ST+�
hgi� (11)

Therestflows immediatelyfrom theprevioussectionson predic-
tion.

4. APPLICATION TO TIME DELAY ESTIMATION
In this section,we only usetheforwardspatialpredictionideabut
of coursespatialinterpolationcanalsobe used. So we consider
theminimizationof criterion

c X[_ @ for different S .
Let

c X[_ @\� ��� � denotetheminimummean-squarederror, for the
value S , definedbyc X[_ @\� ��� � � d�e P `@\� ��� � 
 �Q"R&(LI) ST+�
hgi� (12)

If we replacea X by R :=<X[_ <WV L r X[_ <WV L in (4), weget:P @\� ��� � 
 �#"R&(LI) ST+�
,��� @ 
 �Q"R&(LI) ST+�
8"
x U <WV L 
 �Q"R& L ) ST+�
 R :�<X[_ <WV L r X[_ <WV L � (13)

We deducethat:c X[_ @\� ��� � ��d�e5� `@ 
 �f"R& L ) SG+�
hgb" r UX[_ <WV L R
:�<Xb_ <WV L r X[_ <WV L � (14)

The value of S that gives the minimum
c X[_ @\� ��� � , for differentS , correspondsto the time delaybetweenmicrophone0 and1.

Mathematically, thesolutionto our problemis thengivenby�* � �(�}�N �¡�¢X c Xb_ @\� ��� � � (15)

-where
�* is anestimateof * .

Particular case: Two microphones( ���£� ). In this case,the
solutionis:�* � �(�}�¤ �¡�¢X�¥ d�e5� `@ 
 �	
hgf¦��§" d ` e5� @ 
 �Q"%Sf
7� < 
 ��
hgd�e5� `@ 
 �	
hg(d�e5� ` < 
 �	
hg�¨�©� �(�}�¤ �¡�¢X«ª �§"%¬ `X[_ @ <(­� �(�}�¤ ®�(¯Xa° ¬ `Xb_ @ <�± � (16)

where ¬ X[_ @ < ( ¬ `X[_ @ <#² � ) is the cross-correlationcoefficient be-
tween � @ 
 ��"�Sf
 and � < 
 S#
 . Whenthe cross-correlationcoeffi-
cientis closeto 1, thismeansthatthetwo signalsthatwecompare
arehighly correlatedwhichhappenswhenthesignalsarein-phase,
i.e. S�³�* andthis implies that

c � _ @\� ��� � ³´� . This approachis
similar to the generalizedcross-correlationmethodproposedby
KnappandCarter[1]. Notethatin thegeneralcasewith any num-
berof microphones,theproposedapproachcanbeseenasacross-
correlationmethod,but wetakeadvantageof theknowledgeof the
microphonearrayto estimateonly onetime delay(insteadof esti-
matingmultiple timedelaysindependently)in anoptimalway in a
leastmeansquaresense.

5. OTHER INFORMATION FROM THE SPATIAL
CORRELATION MATRIX

Considerthe �M�E� microphonesignals �	�µ�^�¶�·�-��������������� , the
correspondingspatialcorrelationmatrix is:

R X[_ @ V L � R X� d�e x @ V LI
 �Q"R&(LI) ST+�
 x U@ V L 
 �f"R&(L�) ST+�
hgi� (17)

It canbeshown thatR X canbefactoredas:

R X � DŖ X D � (18)

where

D j
xyyyyyyz

¹ k[l4{ `@ m n�u;w º |}|}| ºº ¹ k[l4{ ` < m n�u;wa|}|}| º
...

. . .
. . .

...º |�|}| º ¹ k^l4{ `L m n�u;w
� ������� (19)

is adiagonalmatrix,

Ŗ X2� �»� � ¬�X[_ @ < Z�Z�Z ¬�X[_ @ L¬ X[_ @ < � Z�Z�Z ¬ X[_ < L
...

. . .
. . .

...¬�Xb_ @ L Z�Z\Z ¬�X[_ L :=< L �
� ¼�

(20)
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is asymmetricmatrix,and¬ X[_ ½ �A� d�e5��½-
 �#"'& � ) SG+�
7� � 
 �Q"H&�½�) ST+�
hg¾ d�e5� `½ 
 �	
 g5d�e5� `� 
 �	
hg �¿ �����������������������§� (21)

is the cross-correlationcoefficient between� ½ 
 �M"À&(�0) SG+�
 and� � 
 �f"R&(½8) SG+�
 .
Wenow give two propositionsthatwill beusefulfor TDE.

Proposition 1. Wehave:�FÁKÂ8Ã4Ä§Å�Ŗ X^Æ ² ��� (22)

where“det” standsfor determinant.
Proof. Thispropositioncanbeshown by induction,i.e.,Â8Ã\Ä Å�Ŗ X^Æ ² Â8Ã\Ä Å!Ŗ X[_ <WV L�Æ ² Z�Z�Z ² ��� (23)

Proposition 2. Wehave:Â8Ã\ÄÇÅ�Ŗ X^Æ ² c X[_ @\� ��� �dFe�� `@ 
 �	
hg ² ��� (24)

Proof. It canbeshown, by usingtheLagrangemultiplier, that:c X[_ @\� ��� � � �È U R :=<X È � (25)

where
È �E
É�Ç�HZ�Z\Z��(
 U . In this case,using(18), (25)becomes:c X[_ @\� ��� � � d�e�� `@ 
 �	
 gÈ U Ŗ

:=<X È
� d�e�� `@ 
 �	
 g Â8Ã\Ä Å Ŗ X ÆÂ8Ã\Ä Å!Ŗ X[_ <WV L	Æ � (26)

Using(23), it is clearthatproposition2 is verified.
In thegeneralcase,for any interpolator, we have:Â�Ã\Ä/Å�Ŗ XbÆ ² c X[_ � � ��� �d�e5� `� 
 �	
hg ² ���������-���������������/� (27)

Aswecansee,thedeterminantof thespatialcorrelationmatrix
is relatedto theminimummean-squarederrorandto thecorrela-
tion of thesignals.Let’s take the two-channelcase.It is obvious
that the cross-correlationcoefficient betweenthe two signals � @
and � < is linked to the determinantof the correspondingspatial
correlationmatrix:¬ `X[_ @ < � �§"HÂ8Ã\Ä Å Ŗ X[_ @ V < Æ � (28)

By analogyto the cross-correlationcoefficient definition be-
tweentwo signals,we definethe multichannelcorrelationcoeffi-
cientamongthesignals�	���I���2�-��������������� , as:¬ `X[_ @ V L � �§"HÂ8Ã\Ä Å Ŗ X[_ @ V L Æ � (29)

Fromproposition2, we give anew boundfor ¬ `Xb_ @ V L :�§" c X[_ @\� ��� �d�e5� `@ 
 �	
hg ² ¬ `X[_ @ V L ² ��� (30)

Basically, the coefficient ¬�X[_ @ V L will measurethe amountof
correlationamongall thechannels.This coefficient hassomein-
terestingproperties.For example,if oneof thesignals,say � @ , is
completelydecorrelatedfrom the othersbecausethe microphone
is defective,or it picksuponly noise,or thesignalis saturated,this
signalwill notaffect ¬�X[_ @ V L since¬ X[_ @ �A�����AÊ�� . In this case:¬ `X[_ @ V L � ¬ `X[_ <WV L � (31)

In otherwords,themeasure“drops” thesignalswho have no cor-
relationwith theothers.Thismakessensefrom acorrelationpoint
of view, sincewe want to measurethedegreeof correlationonly
from thechannelswhohavesomethingin common.In theextreme
caseswhereall thesignalsareuncorrelated,we have ¬ `X[_ @ V L �J� ,
andwhereany two signals(or more)areperfectlycorrelated,we
have ¬ `Xb_ @ V L �À� .

Obviously, themultichannelcoefficient ¬ `X[_ @ V L canbeusedfor
time delayestimationin thefollowing way:�* � �(�}�N ®�(¯Xa° ¬ `X[_ @ V L ±� �(�}�N �¡�¢XÌË Â�Ã\Ä Å!Ŗ X[_ @ V L	Æ,Í§� (32)

This methodcanbe seenasa multichannelcorrelationapproach
for theestimationof timedelayandit is clearthat(32)isequivalent
to (15).

6. PERFORMANCE EVALUATION
6.1. Experiment Setup
Experimentswerecarriedout in theVarechoicChamberwhich is
a uniquefacility at Bell Laboratories. The chamberis a Î�� Ï%ÐÎ����fÐR3i� Ñ m room whosesurfacesarecoveredby a total of 369
active panelswhich canbe controlleddigitally. Eachpanelcon-
sistsof two perforatedsheets.When the holesin the sheetsare
aligned,absorbingmaterialbehindthe sheetswill be exposedto
thesoundfield, whereasa highly reflective surfacecanbeformed
if theholesareshiftedto misalignment.Combinationof openand
closedpanelscan produce 3�ÒWÓWÔ different acousticenvironments
wherethe Î�� -dB reverberationtime Õ Ó @ canchangefrom 0.2 to
almost1 second.See[11] for moredetails.

A linear microphonearray which consistsof 22 omnidirec-
tional PanasonicWM-61A microphoneswasmountedat the dis-
tanceof 0.5 m from the north wall of the chamberandapproxi-
matelyatthecenterof thewall. The22microphonesareuniformly
distributedalongan aluminumrod whosediameteris 1 cm. The
spacingbetweenadjacentmicrophonesis10cm. Thesourcesignal
is playedby a CabasseBaltic Murale loudspeaker in 46 different
positions.An illustrationof thissetupis shown in Fig. 1.
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Fig. 1. Layoutof themicrophonearrayandsourcepositionsin the
VarechoicChamber.

For thepurposeof datareusability, theimpulseresponsefrom
eachsourcelocationto eachmicrophonewasmeasured[12]. The
observedsignalis thenobtainedbyconvolutionof arecordedspeech
signalwith themeasuredimpulseresponses.Themeasurementof
theimpulseresponseswereperformedusingthebuilt-in measure-
ment tool of the Huron Lake system. A 65536-pointlong loga-
rithmic sweepsignaldigitized at a samplingrateof 48 kHz was
usedasthe excitation signal. From eachsourcelocationto each
microphone,theexcitationis playedandrecorded.An estimateof
the transferfunction is obtainedby spectraldivision betweenthe
original sourceexcitationandtherecordedmicrophonesignal.
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6.2. Performance Criteria
Following [13], [14], wedistinguishanestimateaseitherananomaly
or a nonanomaly accordingto its absoluteerror. If theabsoluteer-
ror Ö �* > "�* > Ö^×ØÕAÙ�Ú�3 , the estimateis identified as an anomaly;
otherwiseit is declaredasa nonanomaly, where Õ Ù is the signal
correlationtime. In our experiment, ÕAÙ is computedasthe 3 dB
width of the main lobe of the sourcesignalautocorrelationfunc-
tion. TheTDE performanceis evaluatedin termsof thepercentage
of anomalousestimatesover the total estimates,andthebiasand
standarddeviation of thenonanomalousestimates.

6.3. TDE performance versus the Number of Microphones
Severalexperimentswereconductedto studytheTDE performance
of theproposedapproachin differentreverberationandnoisecon-
ditions.For brevity, wereportonesetof experimentalresultshere.
Thesoundsourceis in S31. 89% of the369panelsareopenand
reverberationtime Õ Ó @ is approximately0.24s(moderatereverber-
ation).Theobservedsignalis obtainedby convolutionof 4-minute
speechfrom afemalespeakerwith themeasuredimpulseresponse.
Computer-generatedwhiteGaussiannoiseis thenaddedto thesig-
nalto controlthesignal-to-noiseratio(SNR)to be0 dB.Thesignal
sequenceis segmentedinto non-overlappingframeswith a frame
width of 128ms. A short-timeenergy basedvoiceactivity detec-
tor (ACT) is appliedto the signalat microphone0 to distinguish
eachframeasspeechor noise-only. For eachspeechframe,a time
delayis obtainedby estimatordescribedin (32).
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Fig. 2. Percentageof anomaloustimedelayestimatesversusnum-
berof microphones.
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Fig. 3. Bias andstandarddeviation of nonanomaloustime delay
estimatesversusnumberof microphones.

Figure2 and3 plot the percentageof anomaloustime delay
estimates,thebiasandstandarddeviationof thenonanomalouses-
timates,all as a function of the numberof microphones.It can
be seenfrom Fig. 2 that the percentageof anomalousestimates
decreasesas more microphonesare employed. For two micro-
phones,the anomaliesareapproximately4% over the total esti-
mates.Whenmorethanfour microphonesareused,noanomalous

estimatesareobserved.FromFig. 3, onecanseethatboththebias
andstandarddeviation of thenonanomalousestimatesreducesas
the numberof microphonesis increased.For two microphones,
thebiasof thenonomalousis approximately0.24samples,while
this biasreducesto almost0 whentenmicrophonesareused.

7. CONCLUSIONS
Thespatialcorrelationmatrixcanbewrittenin differentways.We
have proposeda way which hasincludedsomea priori informa-
tion of themicrophonearraygeometryandtherelationamongthe
differenttime delays.Giventherelative delay, * , betweenmicro-
phones0 and1, we have supposedthattherelative delaybetween
microphones0 and � is a functionof * . Thus,if * is known, any
microphonesignalcanbepredictedfrom theothers.This canbe
usefulfor multichannelcoding. If * is not known, it canbeesti-
matedby minimizing thespatialpredictionerroror, equivalently,
by usingthedeterminantof thespatialcorrelationmatrixwhereall
theredundancy is takeninto account.Experimentalresultsverified
thatthisredundancy canmaketheestimationof * morerobustwith
respectto noiseandreverberation.
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