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ABSTRACT

Tofind thepositionof anacousticsourcan aroom,asetof relative
delaysamongdifferent microphonepairs hasto be determined.
The generalizedcross-correlatiomethodis the mostpopularto
do so andis well explainedin a landmarkpaperby Knapp and
Carter In this paper we shav howv we cantake adwantageof the
redundang whenmorethantwo microphonesreavailable. It is
believedthattheredundang will helpto bettercopewith noiseand

reverberation. The idea of cross-correlatiorcoeficient between
two signalsis generalizedo the multichannelcaseby usingthe

notion of spatialprediction. The multichannelspatialcorrelation

matrix is thendeducedandit is shavn how it canbe usedfor time
delayestimation.

1. INTRODUCTION

Traditionally, time delay estimation(TDE), from measurements

provided by an array of sensorshasplayedanimportantrole in
radar sonarandseismologyfor localizingradiatingsourcesNowa-
days,with the increasedevelopmentof communicationamong
humansand human-machinénterfaces,the needfor localizing
and tracking acousticsourcesin a room has becomeessential.
Two specificexamplesare automaticcameratracking for video-
conferencingandmicrophonearraybeamsteeringfor suppressing
reverberationin all typesof communicatiorandvoice processing
systems. Thus, the time delay estimation-basetbcator hasbe-
comethe techniqueof choicein theseapplications,especiallyin
recentdigital systems.
Thegeneralizeaross-correlatiofGCC)method proposedy
KnappandCarterin 1976[1], is the mostpopulartechniquefor
TDE. The delay estimateis obtainedas the time-lag that max-

imizes the cross-correlatiorbetweenfiltered versionsof the re-
cevedsignals.Sincethen,mary new ideashave beenproposedo

dealbetterwith noiseandreverberationsee[2], [3], [4], [5], [6],
[7], [8], [9]- In this paperwe develop someideasaroundthe spa-
tial correlationmatrix of multiple microphonesandshav how to
applythisto TDE. As it will beshavn, our approachs ageneral-

iczéalstieonof the GCCto themultichanne(morethan2 microphones)

2. SSIGNAL MODEL

Supposehatwe have L+1 microphonesignalsz;[n], 1 = 0, 1, ..., L.

Without lossof generality we assumehatthewave is in-phaseat
microphoned. We considerthe following propagatiormodel:
zi[n] = ausln —t — fi(7)] + wi[n], @
whereq,,l = 0,1, 2, ..., L, aretheattenuatiorfactorsdueto prop-
agationeffects,t is the propagatiortime from theunknavn source
s[n] to microphone0, w;[n] is an additive noisesignalat the ith
microphoney is therelatve delaybetweermicrophone® and1,
and f;(7) is therelative delaybetweermicrophone® and!. The

whered; is the distancebetweenmicrophones andi + 1, ¢ =
0,1,2,..., L — 1. In thenearfield case f; dependslsoonthepo-
sition of thesource.In generalr is notknown, but thegeometryof

the antennas known suchthatthe exact mathematicatelationof
therelative delaybetweermicrophone® and! is well definedand

given. It is furtherassumedhat s[n] andw;[n],! = 0,1,2, ..., L,

arezero-meanmutuallyuncorrelatedstationaryGaussiamandom
processes.

3. SPATIAL PREDICTION AND INTERPOLATION
The notion of spatialpredictionwas presentedn [10] but in the
simplecasehatmalesthespatialpredictionequialentto theclas-
sicallinearprediction.In this section,we generalizehisideain a
way thatthe geometryof the arrayis takeninto accountaswell as
therelative delayamongtheelementof thisarray As aresult,the
spatialcorrelationmatrix hasa muchmoregeneraform.

3.1. Linear Forward Spatial Prediction

Consideringthe microphone0, we would like to align successie
time samplef this microphonesignalwith spatialsampledrom
the L othermicrophonesignals. It is clearthatzo[n — fr(7)] is
in-phasewith the signalsz;[n — fr(7) + fi(r)],1 = 1,2, ..., L.
From theseobsenrations,we definethe following forward spatial
predictionerrorsignal:

eoln — fr(m)] = zo[n — fr(m)] — Xi.z[n — fr(m)]anm, (4)
wherem is ary guessedelative delay superscript’ denotesrans-
poseof avectoror a matrix,

Xuo[n = fo(m)] = [zi[n — fo(m) + fi(m)] -
and

zr[n]]"
am = 17

is thelinearforward spatialpredictor Considerthecriterion
E{e[n — fr(m)]}, (5)

whereE{-} denotesnathematicaéxpectation.
Minimization of (5) leadsto the equation:

Rm,l:La/m = rm,l:L, (6)

[ @m,1  am,2 Am,L

Jm,O =

where
R, 1.2 = BE{xy:z[n — fr(m)]x].p[n — fr(m)]}

E{z{[n]} E{zi[n - frlzrn - f1]}

E{zz[n — fileiln — f1]} E{z} [n]}

is the spatialcorrelationmatrix, and

function f; dependof = but alsoof the microphonearray geom- min = E{xi. — —
etry. For e{xample,in the farfield case(planewave propagation), Frm 1L Dz = fi(m)lzoln = fi.(m)]}
for alinearequispaceaurray we have: [ E{zi[n — fu(m) + fi(m)]zo[n — fr(m)]} ]
fitr) = dm @ E{ox[nleofn — fr(m)]}
andfor alinearnon-equispacedrray we have: E{z1[n]zo[n — f1(m)]}
_ Tieds = [ : ]
il = =g ) E{wrlnlzoln — f1.(m)]}
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is the spatialcorrelationvector

Notethatthe spatialcorrelationmatrix is not Toeplitzin gen-
eral,exceptfor someparticularcases.

For m = 7 andfor the noisefree casewherew;[n] = 0,
l1=1,2,..., L,it caneasilybechecledthatwith oursignalmodel,
therankof matrix R-,1.z is equalto 1. This meanshatthe sam-
pleszo[n — 7] canbe perfectly predictedfrom ary of one other
microphonesamples However, the noiseis never zeroin practice
andis in generalisotropic. The enegy of the differentnoisesat
themicrophonewill beaddedatthe maindiagonalof the correla-
tion matrix R, 1., will regularizeit, andthis matrix will become
positive definite (which we supposeén the restof this paper). A
uniquesolutionto (6) is thenguaranteeavhatever the numberof
microphonesThis solutionis optimal from a Wienertheorypoint
of view.

3.2. Linear Backward Spatial Prediction

Consideringhe microphoneL, we would lik e to align successie

time samplef this microphonesignalwith spatialsampledrom

the L othermicrophonesignals. It is clearthatz . [n] is in-phase
with thesignalsz;[n — fr(7) + fi(7)],1=0,1,..., L — 1. From

theseobsenrations,we definethe following backward spatialpre-

dictionerrorsignal:

erln—fr(m)] = zr[n] —xgr_1[n— fr(m)]bm, (7)
where
Xo:L-1[n — fr(m)] = [wo[n — fr(m) + fo(m)]

- wroan— fu(m) + froi(m)]]"
and

bm = [ bm,l bm,2 et bm,L ]T
is thelinearbackwardspatialpredictor Minimization of the crite-
rion

Tmr = Efelln— fu(m)]} @)
leadsto theequation:

Rm,0:-1bm = rmoz—1, 9)

where
Rm,0:1-1 = B{Xo:—1[n — fr.(m)Xo..—1[n — fr(m)]}

and
E{xo:L-1[n — fr(m)]zL[n]}.

3.3. Linear Spatial Interpolation

Theideaspresentedor spatialpredictioncaneasilybeextendedo

spatialinterpolation wherewe considerary microphoneelement
éisl =0,1,2,..., L. Thespatialinterpolationerrorsignalis defined

lm,0:L-1 =

efn—fu(m)] = —xgoln— fr(m)cm:,  (10)
where
Xo:L[n — frL(m)] = [zo[n — fr(m) + fo(m)]

zi[n — fr(m) + fi(m)] -+ xrn]]”

and

Cmi = [ Cmio Cmia ema,r )"
with ¢, 1,1 = —1, is the spatialinterpolator The criterion associ-
atedwith (10)is:

Jmi = Efei[n— fr(m)]}. (12)

Therestflows immediatelyfrom the previous sectionson predic-
tion.

4. APPLICATIONTO TIME DELAY ESTIMATION

In this sectionwe only usethe forward spatialpredictionideabut
of coursespatialinterpolationcanalso be used. So we consider
the minimizationof criterion J,,, o for differentm.

Let Jon,0;min denotethe minimummean-squaredrror, for the
valuem, definedby

Im,0ymin = E{eg;min[n —fL (m)]} (12)
If wereplacea,, by R;:erm,l:L in (4), we get:

eo;min[n - fL(m)] = 5'30[" - fL(m)] -

Xi.[n — fL(m)]R'r_nfl:erahL‘ (13)
We deducehat:

Jm,oimin = E{zg[n — fo(m)]} —rm oRy o Mmonz. (14)

The value of m that gives the minimum Jo, o;min, for different
m, correspondgo the time delay betweenmicrophone0 and 1.
Mathematicallythe solutionto our problemis thengivenby

7 = argmin Jy,,0;min, (15)

where7 is anestimateof 7. .
Particular case: Two microphonegL = 1). In this case the
solutionis:

. ) E*{@o[n — m]z1[n]}
arg min {E’{xo[n]} [1 - E{xg[n]}E{m‘?[n]} ]}

2
= argmin{l —pfn’m}
= argmax (pj01) , (16)

wherepy, 01 (pfn,m < 1) is the cross-correlatiortoeficient be-
tweenzo[n — m] andzi[m]. Whenthe cross-correlatiorcoefi-
cientis closeto 1, thismeanghatthetwo signalsthatwe compare
arehighly correlatedvhichhappensvhenthesignalsarein-phase,
i.e. m = 7 andthisimpliesthat J; o;min = 0. This approachs
similar to the generalizeccross-correlatiomethodproposedby
KnappandCarter[1]. Notethatin thegenerakasewith any num-
berof microphonestheproposedpproacttanbeseenasa cross-
correlationmethod but we take advantageof theknowledgeof the
microphonearrayto estimateonly onetime delay(insteadof esti-
matingmultiple time delaysindependentlyjn anoptimalwayin a
leastmeansquaresense.

5. OTHER INFORMATION FROM THE SPATIAL
CORRELATION MATRIX

Considerthe L 4+ 1 microphonesignalsz;, ! = 0,1,..., L, the
correspondingpatialcorrelationmatrixis:

Rm,or = Rn
= E{xo.[n — fr(m)]x..[n — fo(m)]}. (17)
It canbeshawn thatR,,, canbefactoredas:
Rm = DRmD, (18)
where
E{z[n]} 0 0

2 s
o : E{a3[n]} : "

0 o J/Blmn

is adiagonalmatrix,

1 Pm,01 Pm,0L
_ Pm,01 1 e Pm,1L
Pm.,OL : pm,L.—lL 1
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is asymmetricmatrix, and

P Ef{zin = film)]zi[n — fr(m)]}
’ VE{z[n]}E{z][n]}
k1=0,1,..,L, 1)

3

is the cross-correlatiorcoeficient betweenzy[n — f;(m)] and

zi[n — fe(m)). - _
We now give two propositionghatwill beusefulfor TDE.
Proposition 1. We have:

0 < det (ﬁm) <1, (22)

where“det” standdor determinant. ) o
Proof. This propositioncanbe shavn by induction,i.e,,

det (ﬁm) < det (ﬁm,u) <. <1 (23)
Proposition 2. We have:
det (ﬁm) < Tmogmin (24)
E{xj[n]}
Proof. It canbe shavn, by usingthe Lagrangemultiplier, that:
1
Jm,0;min m7 (25)

whered =[10 --- 0]”. In this caseusing(18), (25) becomes:

E{z3[n]}
67R,'é

Jm,O;min

det (ﬁm)

det (ﬁm,l:L) .

E{z3[n]} (26)

Using(23),it is clearthatproposition2 is verified.
In thegenerakasefor ary interpolator we have:

D Jml'min
Ry ) < —molimin 4 71 —0.1,.., L. 27
et (Re) < gy <1 1= 0

Aswe cansee thedeterminanof thespatialcorrelationmatrix
is relatedto the minimum mean-squaredrror andto the correla-
tion of the signals. Let’s take the two-channekase.lIt is obvious
that the cross-correlatiorcoeficient betweenthe two signalszo
andz; is linked to the determinantof the correspondingspatial
correlationmatrix:

phor = 1—det (ﬁm,o:l). (28)

By analogyto the cross-correlatiortoeficient definition be-
tweentwo signals,we definethe multichannelcorrelationcoefi-
cientamongthesignalsz;, I = 0,1, ..., L, as:

Pror = 1—det (ﬁm,O:L). (29)
From proposition2, we give anev boundfor p?mo:Li
Jm 0;min 2
— o <L L <1. 30
E{m%[n]} = pm,O.L = ( )

Basically the coeficient p,,,0.1. Will measurghe amountof
correlationamongall the channels.This coeficient hassomein-
terestingproperties.For example,if oneof the signals,sayzo, is
completelydecorrelatedrom the othersbecausdhe microphone
is defective, or it picksup only noise,or thesignalis saturatedthis
signalwill notaffect pm, 0.2 Sincep,,or = 0, VI. In this case:

p?n,O:L = pzn,l:L- (31)

In otherwords,the measurédrops” the signalswho have no cor-
relationwith the others.This makessensdrom a correlationpoint
of view, sincewe wantto measurehe degreeof correlationonly
from the channelsvho have somethingn common.In theextreme
casesvhereall the signalsareuncorrelatedwe have pfn,():L =0,
andwhereary two signals(or more)are perfectlycorrelatedwe
have py, 0. = 1.

Ohlviously, themultichanneboeficientpfn,O:L canbeusedfor
time delayestimationin thefollowing way:

7 = argmax (pr,0.z)

= arg n:riln [det (ﬁm,o:Lﬂ . (32)

This methodcan be seenasa multichannelcorrelationapproach
for theestimatiorof timedelayandit is clearthat(32)is equialent
to (15).

6. PERFORMANCE EVALUATION
6.1. Experiment Setup

Experimentsverecarriedout in the VarechoicChambemhich is
a uniquefacility at Bell Laboratories. The chamberis a 6.7 x
6.1 x 2.9 m roomwhosesurfacesare coveredby a total of 369
active panelswhich canbe controlleddigitally. Eachpanelcon-
sistsof two perforatedsheets. Whenthe holesin the sheetsare
aligned,absorbingmaterialbehindthe sheetswill be exposedto
the soundfield, whereas highly reflective surfacecanbe formed
if theholesareshiftedto misalignment.Combinationof openand
closedpanelscan produce23®® different acousticervironments
wherethe 60-dB reverberationtime Tso canchangefrom 0.2 to
almostl second.See[11] for moredetails.

A linear microphonearray which consistsof 22 omnidirec-
tional PanasonidVM-61A microphonesvas mountedat the dis-
tanceof 0.5 m from the north wall of the chamberand approxi-
matelyatthecenterof thewall. The22microphonesreuniformly
distributedalongan aluminumrod whosediameteris 1 cm. The
spacingbetweeradjacentmicrophoness 10cm. Thesourcesignal
is playedby a Cabassdaltic Murale loudspeakr in 46 different
positions.An illustration of this setupis shavn in Fig. 1.

0

Microphone array -
1000 : : s

* 502 * S03 * s04 * s05 * s06

2000 * S11 *s12 * 513 * s14 * 515 * 516 * 817

3000} * S21 *.522 *.823 * 524 *.s25 * 526 * sp7

y-position [mm]

4000} *s31 *.532 *.533 *534 *.535 *536 * sp7

5000 *.542 *.543 * 544 *.545 + 546

0 1000 2000 3000 4000 5000 6000
x-position [mm]

Fig. 1. Layoutof themicrophonearrayandsourcepositionsin the
VarechoicChamber

For the purposeof datareusability theimpulseresponsdrom
eachsourcelocationto eachmicrophonevasmeasured12]. The
obseredsignalis thenobtainedby corvolution of arecordedspeech
signalwith themeasuredmpulseresponsesThe measuremenif
theimpulseresponsesvereperformedusingthebuilt-in measure-
menttool of the Huron Lake system. A 65536-pointlong loga-
rithmic sweepsignal digitized at a samplingrate of 48 kHz was
usedasthe excitation signal. From eachsourcelocationto each
microphonethe excitationis playedandrecorded An estimateof
the transferfunction is obtainedby spectraldivision betweenthe
original sourceexcitationandtherecordedmicrophonesignal.
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6.2. Performance Criteria

Following [13], [14], we distinguishanestimateaseitherananomaly
or anonanomaly accordingto its absoluteerror. If theabsoluteer-
ror |7 — 7| > T./2, the estimateis identified as an anomaly;
otherwiseit is declaredasa nonanomalywhereT. is the signal
correlationtime. In our experiment,T. is computedasthe 3 dB
width of the main lobe of the sourcesignalautocorrelatiorfunc-
tion. The TDE performances evaluatedn termsof thepercentage
of anomalousestimatesver the total estimatesandthe biasand
standarddeviation of thenonanomalousstimates.

6.3. TDE performance ver susthe Number of Microphones
Severalexperimentsvereconductedo studythe TDE performance
of the proposedapproachin differentreverberatiorandnoisecon-
ditions. For brevity, we reportonesetof experimentatesultshere.
The soundsourceis in S31. 89% of the 369 panelsareopenand
reverberatiortime Tso is approximately0.24s(moderateeverber
ation). Theobsenedsignalis obtainedoy convolution of 4-minute
speectlirom afemalespealer with themeasuredmpulseresponse.
Computergeneratedvhite Gaussiamoiseis thenaddedo thesig-
nalto controlthesignal-to-noiseatio (SNR)to be0 dB. Thesignal
sequencés segmentednto non-overlappingframeswith aframe
width of 128 ms. A short-timeenepgy basedvoice actvity detec-
tor (ACT) is appliedto the signalat microphone0 to distinguish
eachframeasspeector noise-only For eachspeectrame,atime
delayis obtainedby estimatordescribedn (32).

Anomalies (%)

5 6 7 E; 9 10
Number of microphones
Fig. 2. Percentagef anomalougime delayestimatesersusnum-
berof microphones.
0.25

0.7

0.6
0.2

0.5

0.15
0.4

Bias of nonanomalous estimates (samples)

Standard deviation of nonanomalous estimates (samples)

03} *
0.1
* *
0.2
*
0.05
0.1 *
*
*
Q o]
2 4 6 8 10 2 4 6 8 10

Number of microphones Number of microphones

Fig. 3. Biasandstandarddeviation of nonanomalousime delay
estimateversusnumberof microphones.

Figure2 and 3 plot the percentagef anomalougime delay
estimatesthebiasandstandardieviation of thenonanomalouss-
timates,all as a function of the numberof microphones.It can
be seenfrom Fig. 2 that the percentagef anomalousestimates
decreasess more microphonesare emplosed. For two micro-
phones.the anomaliesare approximately4% over the total esti-
mates Whenmorethanfour microphonesreused no anomalous

estimatesreobsened. FromFig. 3, onecanseethatboththebias

andstandarddeviation of the nonanomalougstimateseducesas
the numberof microphonesds increased.For two microphones,

the biasof the nonomalouss approximately0.24 sampleswhile
this biasreducego almost0 whentenmicrophonesreused.

7. CONCLUSIONS

Thespatialcorrelationmatrix canbewrittenin differentways. We
have proposeda way which hasincludedsomea priori informa-
tion of the microphonearraygeometryandtherelationamongthe
differenttime delays.Giventherelative delay 7, betweermicro-
phoned) and1, we have supposedhattherelative delaybetween
microphoned) and! is a functionof =. Thus,if 7 is known, ary
microphonesignal canbe predictedfrom the others. This canbe
usefulfor multichannelcoding. If 7 is not known, it canbe esti-
matedby minimizing the spatialpredictionerror or, equivalently,
by usingthedeterminanof thespatialcorrelationmatrixwhereall
theredundang is takeninto account Experimentafesultsverified
thatthisredundang canmale theestimatiorof - morerobustwith
respecto noiseandreverberation.
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