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ABSTRACT
Signal requantization to reduce the word-length of an audio stream
introduces distortions. Noise shaping can be applied in combi- y(n):{ X (n)+e(n)
nation with a psychoacoustic model in order to make requantiza- x(n) x(n) % x(n)+e'(n)
tion distortions minimally audible. The psychoacoustically opti- 7 —* QJ—’I >
mal noise shaping curve depends on the time-varying characteris- -
tics of the input signal. Therefore, the noise shaping filter coeffi-
cients are to be computed and updated on a regular basis. In this - +
paper, we present a least squares theory for optimal noise shap-
ing of audio signals. It provides shorter and more straightforward e(n)
proof of known properties, and in contrast with the standard the- H(2)
ory, it does show how noise shaping filters that attain the theoreti-
cal optimum can be designed in practice.

dither

Fig. 1. Dithered requantization with error feedback filtéf z) and
1. INTRODUCTION requantization errot’ (n)

Signal requantization is applied in digital audio systems whenever

the word-length of audio samples needs to be reduced. This is  Inthis paper, we present a Least Squares (LS) theory for opti-
the case for instance when an audio signal has to be stored on anal noise shaping of audio signals that provides shorter and more
CD and was originally produced at the output of a digital audio straightforward proof of known properties of dithered and non-
system that operates with more than 16 bit precision. In some dithered noise shaping. In contrast with the standard theory, this
applications, like multimedia, gaming, or mobile communication approach shows how noise shaping filters that attain the theoreti-
devices, requantization to 8 bit or 12 bit could be an economically cal optimum can be designed in practice. We also present results
interesting alternative to other forms of data compression becausefrom an experimental noise shaping system for minimally audi-
requantized data can be send directly to the D/A converter, while ble signal requantization that is based on our filter design method
encoded data requires a decoder. and a simple masking model. In listening experiments, this system

Signal requantization inevitably introduces an error, which can was unanimously preferred over the alternatives which included
cause two types of audible problems. The first is a background straightforward requantization, dithered requantization and opti-
noise that may be audible by itself. It can usually occur when mized fixed noise shaping [2], [3].

(part) of the error signal is uncorrelated with the original audio. The rest of this paper is organized as follows. The standard
When the error is correlated with the signal, linear or nonlinear theory of noise shaping [5] and minimally audible dither signals
distortions may cause alterations in the perceived quality of the [2]-[4] is reviewed in section 2. The LS theory and the practical
signal itself. At low signal levels, this second problem is usually design method that it entails are described in section 3. The exper-
much more serious [1]. Dither noise can be used to remove theiments described in section 4 show unanimous preference amongst
correlation between the error and the signal at the expense of in-listeners for our experimental noise shaping system. Finally, sec-
creased noise energy. The standard choice for the dither signal is aion 5 concludes the paper.

random noise source with a triangular distribution between -1 LSB
and +1 LSB [2]-[4].

With or without dither, the requantization error can be made
minimally audible by proper noise shaping. It suffices to change
the shape of the error spectrum such that it becomes minimally
audible in the presence of the audio signal. The specifications for While a white noise dither signal can already improve the quality
the optimal noise shaping filter can be determined from the input of low level requantized signals, noise shaping can additionally be
signal using a psychoacoustic model. However, these design specapplied in order to make the requantization error minimally audi-
ifications are time-varying since they depend on the global mask- ble [2]. Fig. 1 illustrates the general scheme for signal requantiza-
ing properties of the audio input. Thus, because the noise shapingion with noise shaping. In this scheme, Q represents the quantizer
filter coefficients need to be updated on-line, it is crucial that an and H(z) is the error feedback filter. Due to the requantization
efficient filter design technique be used. errore(n), the outputy(n) differs froma’(n) and fromz(n). The

2. REQUANTIZATION AND NOISE SHAPING

2.1. General concept
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error feedback filter has to be controlled such that the difference
betweery(n) andz(n) becomes minimally audible.

With signals defined as shown in Fig. 1, and using z-transforms
we have

X (z) — H(z)E(z)
X(2)+ E'(2) — E(2)

@
@)
whereE(z) represents quantizer Q’s error signal difdz) is the

additive quantization distortion at the output of the noise shaping
requantizer. Subtracting equation (2) from (1), one finds that

E'(z) = (1 - H(2)) E(2) (©)
The requantization erref (n) therefore has power spectrum
Ppi(e) = |1 — H(e")||* Pe(e’™) (4)

Note that, if a properly dithered quantizer Q is used, the power
spectrum of the quantization errefn) is constant.

In order to achieve minimal audibility of the requantization
error, H(e?*) can be designed to minimize the total amount of
perceptually weighted noise powar,,:

zZ .

Pp ()W (w)dw (5)

-7

W (w) is a perceptual weighting function that approximates the
relative audibility of noise power at the different frequencies.

2.2. The Gerzon-Craven theory [5]

Let us assume that the desired sh&pé’*) of the error spectrum
is given. Thus, from eq. (4), the noise shaping filtéfz) has to
be determined such that

11— H(™)|]* Pe(e’) = aPa(e’™) (6)
with minimal «. In principle, there are several filtefg(z) that
satisfy eq. (6); the different solutions correspond to noise shaping
filters 1 — H(z) with a same power spectral shape and different
phase characteristics. Based on information theoretic considera

tions, it was proven by Gerzon and Craven that the noise shaping

filter 1 — H(z) that satisfies (6) with the smallest possible output
error power is the filter that leaves the information capacity of the

channel unaltered (maximum), and that this is attained when the

filter is minimum phase.

Therefore, it was suggested that a practical method to design

optimal noise shaping filters would be to use any filter design pro-
gram to approximate the desired spectral shape and mirroring an
zeroes that lie outside the unit circle (for reasons of stability and
causality, all poles would already have to be inside the unit circle).

2.3. Some noise shaping implementations

Super Bit Mapping (SBM) [6] follows this suggested strategy and
introduces a clever trick to design a minimum phase FIR noise
shaping filter with a given power spectral shape.

Note that in order to avoid delayless loops in Fig. 1, it is re-
quired that the FIR noise shaping filter can be written as

X
a(n)z"",

n=0

1—-H(z) wherea(0) = 1. (7

, X(n)

x'(n)+e(n)
x(n)+e'(n)

ym = {

VY
H@ je(“’

Psycho-Acoustic

7 @ Model

Fig. 2. Psychoacoustic requantization with time-varying noise
shaping filterH (z) derived from a perceptual masking model

It was observed in [6] that ai ‘" order inverse LPC filter is min-
imum phase (if obtained from the autocorrelation formulation [7])
and satisfies (7). Thus, the required minimum phase FIR noise
shaping filter can be obtained by approximating the inverse of the
desired noise shaping spectrum with an LPC synthesis filter and
inverting the result.

In SBM-1, the desired noise shaping spectrum is taken to be
the hearing threshold in quiet. Although SBM-1 can be success-
fully applied to make the quantization error minimally audible in
quiet, it could be preferable to use a spectral shaping that mini-
mizes the audibility of the requantization error in the presence of
the actual audio. As illustrated in Fig. 2, in SBM-2 the noise shap-
ing filter is a time-varying filter that is designed to approximate the
instantaneous masking threshold of the signal. In order to avoid ar-
tifacts from abruptly changing error feedback filters, smoothing of
the time-varying filter characteristics is applied in the autocorrela-
tion domain.

The design off (e’*) by optimization of (5) with numeric op-
timization techniques has also been considered [2],[3]. As thisis a
rather difficult problem, only fixed noise shaping filters have been
designed in this way. Because the noise is obviously most audi-

ble in quiet fragments, the perceptual weighting functidi{w)

was approximated by the inverse of an equi-loudness curve. The
so-called E-weighting and F-weighting models for the 15-phon au-
dibility function have been used as the perceptual weighting func-
tion in [2] and [3], respectively. As in SBM-1, this makes the
noise shaping filter independent of the input signal, thus avoiding
the need for on-line optimization of (5). Interestingly, [2] and [3]
use a dithered quantizer, while [6] uses non-dithered quantization.

Yy

3. THE LEAST SQUARES THEORY
From equations (5), (4), and (7) the optimal noise shaping filter
can be found by minimizing

Z
Ens =

—+7

n=0

a(n)e " |? Pe(e? YW (w)dw  (8)

Observe thalV (w) is a perceptual weighting function. There-
e, W(w) is real and positive, such that we can defingv) =
W (w)Pg(ei*), and denote its inverse Fourier transformugy ).
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Parseval’s theorem can now be applied to transform the prob-to converge in practice, our method is computationally efficient
lem to time domain:Exs equals the energy contained in the se- and robust. Furthermore, this method can also be applied in case
guence that would be obtained by filteringn) with the noise of non-white quantization error, such as in the non dithered case.

shaping filter, i.e., Indeed, in that case it suffices to perform the same operations on
e X W (w)Pg(e’“) (instead of ¥/ (w)).
In SBM the inverse noise shaping filter is approximated b
Evs=  ( a(kp(n—k)* © e b y

applying an LPC modellisation to the inverse of the desired noise
shaping spectrum. If we 188/ (w) be equal to the inverse of the
This quantity can be straightforwardly minimized by requiring that desired noise shaping spectrum, then the above theory proves that
the SBM filter is the optimum one. However, this is only valid un-

OENs _ k=1 . M (10) der the assumption thétz (e’*) is constant. Because SBM uses a

da(k) ’ e non-dithered quantizer, it is doubtful that this would be satisfied for
the more critical low level signals. This suggests that SBM could
be improved by applying the LPC modellisation to the inverse of
the desired noise shaping spectramltiplied by the quantizer’'s

n=—oo k=0

which leads to the so-called normal equations:

o Ra = —r 1 (11) error spectrumPz (/') or an estimate thereof.
r(0) r(1) r(M —1)
R_E r(1) r(0) r(M—=2) § 4. EXPERIMENTS
r(Ml— 1) r(M-2) . r(b) 4.1. Experimental setup
o a(1) 1 (1) 1 A software version of the psychoacoustical noise shaping requan-
5 ) g 8 . 2 tizer (Fig. 2) was implemented. 44.1 kHz sampling frequency and
a= : r= : 9" order FIR designs foF (z) were used. The filter coefficients
a(M) r(M) were obtained by solving (11) as described abow@) was ap-
¢ proximated by a 512 point inverse FFT of the sampled weighting
r(i) = v(n)v(n —1) (12) function
S Wn =2 k=0, N—1,N =512
Equations (11) and (12) are the so-called autocorrelation for- W= =T T

mulation of the LPC analysis of signaln). The properties of W (wr) was updated every 256 input samples and corresponded to

these equations have been studied for several digital signal pro the inverse masking curve of a simplified psychoacoustic model:
cessing applications in the past, e.g., for speech processing in [7]. 9 P psy )

For example, it is well known that the solution is indeed a mini- 1

mum phase filter [8]. Thus, our theory provides an alternative and W) = BPra(wr) + (1 — B)Pro(wr) (14
straightforward way to prove Gerzon and Craven'’s proposition. As 1
another example, it is also known that the weighted and shaped er- 8 = — (15)

Fwy (2 jw ; ; 14+ 10-6N222B-2

ror spectrum||1 — H(e’“)||*Pg(e’*)W (w) will be maximally
ﬂat, such that the noise Shaping filter spectrum WI” approximate Here P, (wk) represents the energy Spectrum of a512 point han-
the inverse of the weighted error spectriifi{w) Pg (e’*). ning windowed input segment. Its spectral resolution is compara-

Further, this least squares theory also shows how truly opti- ple to the critical bandwidth of hearing at ab@&tH z. Prq(wy)
mal noise shaping filters can be designed. Indeed, linear matrixjs the hearing threshold in quiet, ad#lis the number of bits of
equation (11) can be easily solved with any of a number of well- the input signal representation. In our experimefits= 16 and
known methods and produces the required optimal noise shapinngQ (wx) Was approximated by the energy spectrum ofdtteor-
filter. FurthermoreR being a symmetric Toeplitz matrix, there  der F-weighting filter. As with other perception modetsjepends
is a choice of efficient and robust solution algorithms for solving on the expected sound pressure level of the input signal. The value
(11) (such as [9], for example). in (15) compensates for the scale factor incurred with our choice

Traditionally, the quantizer has been assumed to produce aof Prq(wy) and is appropriate when the loudest signal portions
white error signale(n). In that case, the autocorrelation func- gre played at 84 dB SPL.

tion of v(n) is by definition equal to the inverse Fourier trans- Sixteen bit test data from good-quality CDs was used in the
form of the perceptual weighting functio’(w). In practice, experiments. Six different fragments were used, containing differ-
7(i),i = 0...M can therefore be approximated by sampling ent types of instruments, vocals, and musical styles. They had
W (w) and computing the inverse FFT: a total duration of 1 minute 33 seconds. The fragments were

first requantized using straightforward requantization (i.e., round-

r(i) = 1 > W(Qlk)ej%'ki i=0.. M 13) ing).to a precision where the requantization errors became clearly

N N ’ audible. The fragments were then requantized to the same pre-

cision (between 5 and 7 bits, depending on the fragment) with
By using enough frequency sampl&s>> M, the total approxi- three additional methods, resulting in four different versions: (1)
mation error can be made arbitrarily small. straightforward requantization; (2) requantization with standard

Given a desired filter ordeY/, the solution of matrix equation  dither; (3) non-dithered requantization with fixed noise shaping
(11) produces the filter that does minimize (5). While numerical (F-weighting); (4) non-dithered requantization with adaptive psy-
optimization of (5) is too slow for on-line applications and may fail choacoustic noise shaping.
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4.2. Informal diagnostic evaluation was noted that some of the existing noise shaping systems use a
T dults with | heari - din this inf | eval dithered quantizer and others use non-dithered quantizers. With
Wo adults with normal hearing participated in this informal eval- proposed theory, we are basically able to cope with both situa-

uation. They were allowed to listen to the different quantized and tions

orig_inal sound fragments in any desired or_der anql as o_ften as they In our experiments signal-adaptive psychoacoustic noise shap-
deswgci:l The expelrlmedn]E was perftl)rmeg_lnpacq%et office and theing without dithering was clearly preferred over straightforward
Zglig les vr\]/eredpk?ye r%\”}lg r2u3t(|)rge I‘?h ( ompaq presg'rlo requantization, requantization with standard dithering and requan-
) over headphones ( -300). The experimenters dis- ;440 with fixed noise shaping. Further work should be done
cusse_d their flndl_ngs with one another and eventually reported theto decide which perception models can best be applied, what type
follo\\;vmg cogclusmgs.d dith ically iudaed to h of quantizers should be used (e.g., dithered or non-dithered), what
| er5|on|. (Ztan arh ither) W?jgbslystemat|ca yfjuhgeh. tﬁ | av? noise shaping filter orders to use, etc. It is our impression that dif-
owest quality due to the very audible presence of the high leve ferent optimal conditions could apply for different applications (bit

dither signal. In version 1, signal distortions and quantization e cision, signal type and bandwidth, . .. ). Above all, the dynamic
noises were also clearly audible, especially in softer segments.,, o 4vior of adaptive noise shaping should be studied
Because the noise was less prominent than in version 2 and dis- '

tortions occured only intermittently, version 1 was prefered over

version 2 for all cases. Versions 3 and 4 were found to be of much Acknowledgments

higher quality than versions 1 and 2. No nonlinear distortions were

perceived. In version 3 a weak high-frequency noise was perma- spnort from the Flemish Community through grants from IWT

nently audible. In version 4, a similar but weaker noise could be 344 FWO is gratefully acknowledged. Many thanks to Robert
heard during the softer signal portions only. Version 4 was judged gyistow-Johnson from Wave Mechanics for the stimulating e-mail

to be better in general than all other versions. Differences betweencorrespondence that we had on the subject.

version 4 on the one hand and versions 1 and 2 on the other hand
were deemed so clear that they could be evaluated in a classroom
experiment.

(1]

4.3. Classroom experiment

The classroom experiment was set up as a blind pairwise compar{2]
ison experiment with forced choice. Twenty-one students, aged
20-25, participated in the listening experiment. Eighteen reported
normal hearing, one better than normal and two less than normal[3]
hearing. The same six audio fragments as in the informal diag-
nostic evaluation were used. Two fragments were used to compare
version 4 with version 2 (one for each presentation order), and the
remaining four fragments were used to compare version 4 with
version 1 (two for each presentation order). The audio was played[4]
in a normal and quiet classroom from a portable PC (Toshiba Satel-
lite Pro CDT-420) using small active loudspeakers (Philips SBC
8237). The original 16 bit version was always played first, as a ref- [5]
erence, before the two test versions. The subjects indicated their
preference for one of the test versions by crossing the correspond-
ing column of a table on their response forms. [6]
Twenty properly filled-out response forms were received. They
showed that version 4 had been systematically preferred by all lis-
teners in every pair that had been presented. Thus, in a total of 120
comparisons (six fragments, twenty subjects), the adaptive psy-
choacoustic requantization method was never defeated.

5. CONCLUSION (8l
In this paper, we presented a short review of the state of affairs in
noise shaping for audio requantization. We discussed the Gerzon 9]
Craven theory and two classes of noise shaping that are based on
it (fixed and adaptive psychoacoustic noise shaping).

We introduced a Least Squares theory for optimal noise shap-
ing of audio signals, and we described an efficient method that (10]
allows for on-line design of optimal noise shaping filters and that
also applies in case of a non-white quantizer error sig(a). It

1This lead us to decide to use perceptual noise shaping without dither
in the classroom experiment.
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