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ABSTRACT

A robust independent component analysis (ICA) agorithm for blind
separation of convolved mixtures of speech signals is introduced.
Itisbased on two parallel frequency dependent beamforming stages,
each of which cancels the signal from one interfering source by
frequency dependent null-beamforming. The zero-directions of
the beamforming stages are optimized to yield maximally inde-
pendent outputs, which is achieved via second and higher order
statistics. Optimization is carried out in the frequency domain for
each frequency band separately, so that phase distortions caused
by the room impulse responses are compensated. In contrast to
other frequency domain source separation algorithms, this struc-
ture does not suffer from permutation of frequency bands, while
retaining the major advantage of blind methods, that do not require
an external estimate of the direction of arrival (DOA).

1. INTRODUCTION

Independent component analysisis of great importance inthefield
of blind source separation, where the task is to recover origina
source signals from a set of mixed signales without knowledge
about the mixing process. If the source signals are statistically
independent, separation can be performed with the help of ICA
methods, which maximize independence of the output signals.

Successfull applications include separation of biomedical data
(like ECG or FMRI), sonar or seismographic data. Depending
on the mixing process, e.g. linear/nonlinear or instantaneous/con-
volved the task of source separation can become very difficult.
In practice, algorithms for the separation of convolutive mixtures
are computationally expensive and often restricted to certain room
conditions.

To make separation of convolved sources more robust, recent
approaches apply geometrical constraints in ICA agorithms to
solve permutations between frequency bands, e.g. [1]. Other ap-
proaches iterate between beamforming and ICA stages, like [2].

In contrast, our approach is actually a combination of beam-
forming and ICA because it consists of a beamforming structure
with frequency dependent null-steering, where the null-directions
are adjusted to make output signals as independent as possible.
Through the use of acombination of second and higher order statis-
tics, and in constraining the direction of arrival of the source sig-
nals, our algorithm isrobust even under reverberant conditions and
needs no additional permutation correction.
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2. MODEL AND MATHEMATICAL PRELIMINARIES

We restrict the following consideration to a2 x 2 mixing system,
i.e. two simultaneously talking speakers are recorded by two mi-
crophones. The convolutive mixing process can be expressed as

x(t) = A # s(t), @

with x, A and s representing the recorded signals, the mixing ma-
trix and the source signals, respectively. Here, the mixed signals
x are superpositions of the filtered source signals s, and the mix-
ing matrix A contains the room impulse responses between each
source and microphone.

From a beamforming viewpoint, some simplifications are pos-
sible. Assuming farfield conditions and a standard delay and sum
beamforming model, the mixing matrix reduces to a matrix that
contains simple time shifts according to the different time delays
in dependence on the look direction. In the frequency domain the
mixing matrix then contains frequency dependent phase shifts, and
the mixing process is expressed as

X(jw) = Apn(jw) - S(jw) @)
with the phase shift mixing matrix

1 1
Aph(](/.)) = efjw%sin(npl(w)) efjw%sin(npg(w)) (3)
which depends on the frequency w, the speed of sound ¢, the dis-
tance d between microphones and the angles of the impinging
sources ¢1 (w) and 2 (w), as shown in Figure 1. The phase shifts
are given relative to the phase on microphone one, so the first row
of A, (jw) isnormalized to one.
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Fig. 1. Farfield beamforming model

Note that the matrix A, (jw) differs from a standard delay
and sum beamforming model because the angles ¢; and 2 arenot
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restricted to be the same for al frequencies. This key difference
is absolutely necessary for the compensation of phase distortions,
caused by the reverberations inherent in room impul se responses.

It has to be mentioned that the model in (2) does not consider
attenuations caused by the room impulse responses but describes
the mixing process as a superposition of delayed source signals.
Though this is not an exact reproduction of the real world condi-
tions, it has proven to be sufficient for close microphone arrange-
ments and furthermore reduces the search space.

Legitimation for this model is given by analyzing the separa-
tion filters of some ICA agorithms for convolutive mixtures. |f
treated as two filter and sum beamformers, the ICA filters can be
examined with respect to their spatial response. Figure 2 gives a
good example of such a beampattern.
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Fig. 2. Pattern of an ICA filter

It is clearly to be seen that separation is based on forming a
spatia null in acertain direction. This fact can be used to build a
separation matrix which performs frequency dependent null-beam-
forming. The separation matrix W (jw) is obtained by taking the
inverse of the phase shift mixing matrix A, (jw) multiplied by a
scaling factor that improves attenuation for low frequencies

o len—es] [-ex 1
Wiow)=""—"1¢ -1 4)

with
o1 = e*]‘w%Sin(tm(w)) and ey = e*ng Sin(tpz(w)). (5)

This ensures an unattenuated transfer function in one look direc-
tion whileforcing the other oneto be zero. Note that the two beam-
formers (see Figure 3), implemented by the separation matrix W,
need to be optimized jointly, because the constant direction of the
first one isthe zero direction of the second one and vice versa.

The joint adjustment of o1 (w) and 2 (w) is simplified when
the sources are restricted to lie in different quadrants. In this case,
no permutations between frequency bands are possible, because
1 and 2 can only take positive or negative values, respectively.
While restricting the source directions, one additionally avoids
non-invertible constellations, e.g. if the sources impinge from the
same direction. However, to our expirience, those constellations
are not separable in general.

Beamformer 1
S Xi(@), |~ W(l,1,0)
A N micl
’ X, 15 W(1.2
(1.2,0)

mic2

o)
W(2,2,0) \J'_J V()

Beamformer 2

Yi ()

i

Sy)

|

Fig. 3. Model in the frequency domain

3. ALGORITHM

Independent component analysis aims to find that demixing ma-
trix W (w), which makes the outputs as statistically independent
as possible. In constrast to second order methods like PCA, in-
dependent component analysis not only utilizes the second order
information contained in the covariance matrix Cyxx Of the data,
but additionally incorporates higher order statistical information.
Whereas gaussian distributions are characterized completely by
the first and second moments of the variables — i.e. by the vari-
ables means and variances F(x) and E(z?) — for non-gaussian
variables, the higher order statistics, formed by expectations of
higher order polynomials of the data, contain additional informa-
tion about the data distributions. This additional information can
be utilized to obtain unmixing matrices which not only decorrelate
the data but al so minimize correlations between arbitrary functions
of the outputs y;, thus leading to results which are independent
in the original sense of factorizable probability desity functions:

p(y1,y2) = p(y1)- (y2).

3.1. Cost function

Within the ICA framework, different measures of independence
have been proposed. One natural criterion, taken from information
theory, isthe mutual information I of the outputs y; defined as

N

Iy ...yn) = H(y) = Y _ H(y) (6)

i=1

where H stands for the entropy of avariable. An equivalent crite-
rion measures and optimizes the negentropy of the demixed com-
ponents (e.g. [3]), which can be considered as maximizing the
variables deviation from gaussianity. However, as higher order
statistics can be computationally expensive to calculate and large
amounts of data are needed for reliable estimation, idependent
component analysis is often carried out by minimizing the data's
cross-statistics up to the fourth order. A useful measure of the
datd’s statistics are cross-cumulants, which are defined as the Tay-
lor series expansion coefficients of the data's second characteristic
function ¥(w) = In(E(e’“?)). In contrast to the moments of
the data (the Taylor series expansion coefficients of the first char-
acteristic function ®(w) = E(e’“®)), cross-cumulants have two
very desireable properties which motivate their use in independent
component analysis:

e Cumulants are additive for independent variables - i.e,, if
z = x + y and z and y are independent, then cum(z) =
cum(z) + cum(y).
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e For gaussian random variables, all cumulants above order
two are zero, thus cumulants also provide a measure of a
variables degree of deviation from gaussianity, which is of
use especially in information theoretic methods.

If and only if the datais statistically independent, al of their cross-
cumulants are zero, therefore, the set of cross-cumulants up to or-
der four constitutes a cost-function that can be estimated from the
demixed sources Y in order to obtain independent data. Thus,
cross cumulants have been used in extracting independent compo-
nents from mixtures, notably in [4]. In the proposed agorithm,
the cost function .J, which is optimized to obtain the null-direction
of the beamformer, consists of a sum of the second and fourth
order cross-cumulants. Cross-cumulants of order three are ne-
glected, sincethey are zero for symmetrical distributionslike those
of Y (jw):

J(Y1,Ys) = E(abs(Y{ - Y3)) + Cum(Y{,Y3),  (7)
where Cum(Y7,Y3) refers to the cross-cumulant of ¥{ and Y5
defined by:

Cum(Y{,Y;) = E[Y{[-¥3)’] - E[[Y{|’]- E[|Y3]*] -
1Bl Y5 )1 - | B - va). ®
Before calculating the cost function using (7) and (8), the variables
Y must be centered and normalized to unit variance:

1 Y — E(Y)

Y = . 9
E((Y — E(Y))?)

3.2. Optimization
The cost function to be optimized,
J(Y) = J(WX) = J(W(¢l, ¢2) X), (10)

depends on the tuning variables only indirectly viathe composition
of the mixing matrix, with W (1, ¢2) defined by (4) and (5).
Therefore, a calculation of the cost function gradient leads to
Ve J(WX) =X VwJ(W(el, 92)X)V,W(pl, 2) (11)
with
oW de
de Oy’
An explicit calculation of the gradient therefore is computa-

tionaly very expensive, so that an empirical gradient descent was
employed. For this, the procedure adopted was as follows:

e At each frequency band do:

e Setinitial angles 1 and 1 to mean of previously found
directions:

VoW (pl,¢2) = (12)

k=1
B = 2 S ). (13

e Setinitia stepsizev.
e Calculate empirical gradient by

oJ o J(p1+0,92)

E ~ 3 and

9J J(p1, 2 +9)

— r /2= 7 14
50n 5 (14)

Table 1. Configurations
[config [ 61 | 62 ] recordings |
A 45° | 25° | speaker 1, speaker 2, both speakers
B 10° | 25° | speaker 1, speaker 2, both speakers

Fig. 4. Experimental setup

e Normalize the empirical gradient vector AJ to unit length
and multiply with stepsize to obtain search steps. At this
stepsize, conduct linesearch until no further improvement
is obtained at given direction and stepsize.

o While v remains larger than minimum stepsize v, ir, de-
termine new stepsize by v;41 = v;/m and calculate new
empirical gradient.

4. RESULTS

Recordings were made in an office room with dimensions of about
10 x 15m. The distance between the loudspeakers and the two mi-
crophones (Behringer ECM 8000) was set to one meter (see Fig-
ure 4). We used speech signals from the T120 database with two
different male speakers, which were played back and recorded,
once simultaneously and once separately, in two different setups
of loudspeakers. Thefollowing table gives an overview of the con-
figurations.

4.1. SNR calculation

Working with real room recordings, the calculation of correct SNR
values is difficult due to convolutions with the transfer function
between source and microphone. To avoid the additional expen-
diture of correlating and normalizing signals, we calculated the
SNR improvement with the help of the separately recorded source
signals (only one speaker present). The separation filters were
applied to these recordings to determine the relative attenuation
and amplification, respectively. The resulting ouputs Y (jw) =
W (jw) - X(jw) were compared with respect to each other:

Va’l"(Yu)
SNR: = 10-1 —_—
! o910 V(M“(Ylg)
V(M“(Ygg)
NR, = 10-1 — 15
S Rz 0 0g10 Va’l"(Ym)’ ( )

where Y;; stands for the signal on output ¢ if the signal of speaker
j isfiltered with W (jw).
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4.2. Experimental evaluation

The agorithm was tested on both recordings, which were first
transformed to the frequency domain at aresolution of Nppr =
512. For calculating of the spectrogram, the signals were divided
into overlapping frames with a Hanning window and an overlap of
3/4 - Nrpr and the STFT was then calculated. Since the record-
ings sample rate was 22kHz, this corresponds to a frame length of
23 mswith a 17 msoverlap. Parameters of the algorithm were set
to an intitial stepsize v = 25, stepsize-divison m = 5 and min-
imum stepsize vy, = 0.5°. With these settings, the number of
necessary cost function evaluations was 2216 for one and 2188 for
the other configuration. One resulting beampattern for configura-
tion B, with the speaker signalsimpinging from —45° and 25° are
shown in Figure 5. As can be seen from the pattern, the zeros of
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Fig. 5. First pattern for configuration B
the beamformer tend to an incoming direction of —45°, which is

the main direction of the incoming interferer.

4.3. Comparison to other ICA algorithms

Two other methods for frequency domain convolved source sepa-
ration were compared to the proposed agorithm. One was a fre-
quency domain implementation of the JADE agorithm [4], the
other was the convolutive source separation agorithm described
in [5]. JADE was also applied in the frequency domain, with the
spectrogram calculated also for Nrprr = 512 with an overlap of
3/4 - Nrpr. Permutations were corrected by minimizing the dif-
ference of null directions in adjacent frequency bins. For Parras
algorithm, the time domain filter length was set to Q = 128. The
resulting demixing-filters Wy apr and Wp,,», Were also applied
to the single-source recordings to obtain an equivalent measure of
SNR improvement for the three compared methods. Tables 2 and
3 show the comparison.

5. CONCLUSION

A new agorithm for blind separation of convolutive mixtures has
been presented. It is based on frequency dependent null-steering,
where the optimal angles are found using a combination of second

Table 2. SNR improvements for configuration A.
| || JADE | Parra | Proposed Algorithm |
SNR, || 3.6dB | 4.7dB 7.8dB
SNR, || 5.4dB | -0.1dB 8.0dB

Table 3. SNR improvements for configuration B.
| || JADE | Parra | Proposed Algorithm |
SNR; || 5.4dB | 3.9dB 6.9dB
SNR, || 5.6dB | 1.4dB 5.0dB

Table 4. Average computation time.
| | JADE [ Parra | Proposed Algorithm |
Config. A || 57.6sec | 79.4sec 96.0sec
Config. B || 58.7sec | 82.2sec 93.0sec

and higher order statistics. This offers the advantage over conven-
tional beamforming techniques that there is no need to know the
exact direction of arrival.

The algorithm has been tested on real room recordings and
has been compared to other standard algorithms. Its computational
effort is, though no explicit gradient is available, in the same order
of magnitude.

Theresultswere evaluated in terms of SNR improvement. The
model has proven to be sufficient for separating real room record-
ings, leading to an SNR improvement of up to 8 dB for two signals
of male speakers. Thus the algorithm compares favorably to other
blind methods for separation of convolved sources.
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