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ABSTRACT

Increasing demand for automatic large area surveillance has made
methods estimating direction of arrival (DOA), especially acous-
tic methods, an interesting topic. In these systems false alarms
and faults are a disturbing factor. This paper presents a reliabil-
ity criterion and a new method to diminish these errors. In very
low signal-to-noise ratio conditions there are seldom any means
to improve the performance of a DOA estimator. In these cases
it is important to have some information about the estimation re-
liability. Our focus is on wideband signals propagating as planar
waves in three dimensional space. If the estimation method makes
no assumptions on the signal propagation speed, it is possible to
compute a reliability measure for obtained estimates. With this re-
liability measure we are able to decide whether the data produced
by a time delay based DOA estimation system is usable or not.
Indeed, with this criterion an estimation system can state its own
reliability.

1. INTRODUCTION

In automation there are some trends. Firstly, the number of sensors
is increasing. Secondly, the sensors are equipped with Internet
addresses and they are connected Local Area Networks. Thirdly,
there is a need to monitor processes and restricted areas.

In monitoring of restricted areas or in surveillance one of the
main approaches is to estimate the direction of arrival (DOA) of
acoustic waves. The goal of DOA estimation is often to determine
a bearing for a source of waveforms. Practically, DOA estimation
is done through determination of the direction of propagation for
source emitted signals. This direction of propagation is opposite
to the DOA, and under certain circumstances DOA approximates
the actual source bearing with sufficient precision. Therefore, ap-
plications of DOA estimation are related to localization of signal
sources, e.g. speakers as in [1]. Acoustic DOA applications can
also be used in automatic surveillance of large areas and they are
robust to visibility conditions, which explains their use in various
military applications, as in [2].

There exist several sophisticated methods for estimating the
DOA of propagating planar wavefronts efficiently and precisely
[3, 4]. However, many of these methods become unusable in low
SNR conditions, as noise corrupts the estimation results and ob-
servation reliability is compromised. Traditionally, methods have
been divided into two main categories: conventional and paramet-
ric. Conventional methods (e.g. beamforming and Fourier-based
methods) are often preferred over parametric methods (e.g. MU-
SIC and Capon methods), because they are not as sensitive to vari-

0-7803-7663-3/03/$17.00 ©2003 IEEE

V-197

pasi.pertila, ari.visal@ut.fi

ations in noise and signal parameters as parametric methods [5].
With conventional methods the performance and accuracy of esti-
mation is not as good as with parametric methods, but this inac-
curacy is often acceptable — especially when considering wide-
band signals — due to robustness and simplicity of conventional
approaches.

In moderate noise conditions there exist some pre- and post-
processing methods [6] to enhance and partially separate source
signals from unwanted noise. When noise is dominant in observed
signals and its properties are unknown and time varying, improve-
ment of SNR to an acceptable level is seldom possible. If estima-
tion reliability can not be improved, it is important to be able to
measure the reliability of obtained estimates. The ability to mea-
sure the reliability of obtained estimates makes it possible to a sen-
sor system to self diagnose, which is a new and desired property.

This research is aimed at finding a reliability measure for DOA
estimates. Among many conventional approaches to the DOA
problem we wanted to utilize one which gives unambiguous esti-
mates into three dimensional space without assumptions on source
signals. Moreover, we wanted to keep the number of sensors as
small as possible. This paper focuses on sound waves propagat-
ing in air, but the introduced reliability measure is independent of
type of waves or medium provided that the direction and speed of
propagation are constant within the sensor array.

2. ESTIMATION METHOD

The above constraints for estimator can be met, for example, by a
simple four sensor system. Time delays between sensors are esti-
mated and from these delays the DOA can be solved. One example
of such a robust estimator for wideband signals and its variations
are described in [7, 8, 9, 10]. Observed signals are assumed to
obey the signal model given in [7]

s(@,t) =Y AT M
l

where x is the observation location in three dimensional space, t is
time and A; is the amplitude of frequency component w;. Vector k
is the propagation vector and it is closely related to the wavenum-
ber vector « defined in [11]
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An estimate for propagation vector k can be obtained using four
sensors as follows. First, estimate time delays between all sensor
pairs to form the time delay vector ¢. Time delays can be estimated
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with several methods and the choice of method is a compromise
between computational complexity and performance. If SNR is
high, a low-complexity and accurate estimator can be used [12].
As we are focused on low SNR, we utilize the traditional direct
correlation estimator, because it has the best performance in noisy
conditions [13]. Our choice of a simple time delay estimator for
time delays restricts us to observe only the most dominant signal
source. An estimate for DOA results from the time delays as a
solution of a linear equation [7]

Xk=1t & k=X"F A3)
where X is a matrix describing the sensor vectors, i.e. vectors
between utilized sensors. Inverse solution in (3) requires the sensor
matrix X to be full rank.

3. ERROR SOURCES

Errors can result into estimate & in (3) for two reasons: there are
errors in sensor locations or in time delays. If the sensor vector
matrix is not exactly known, we have only an estimate with some
error Ex

X =X+ Ex (4)

If time delays are known precisely, this error propagates to the
DOA estimate through equation (3)

E=k+ex 5)
where the actual error can be shown to be of the form
er=—X '"Ex (X +Ex) 't (6)

In most cases the sensor array and individual sensors are stationary,
and therefore the matrix E x is constant and error becomes only a
function of time delays. Errors in sensor vector matrix should be
easily detected and avoided if sensor locations are measured with
sufficient precision. Thus, we assume from now on that the sensor
vector matrix is exactly known. Errors in time delays are more
difficult to deal with. Consider an erroneous time delay estimate
and the resulting error in DOA estimate
f=t+e = ex=X ‘e 7
which is now a random process. Errors in time delays occur when
noise corrupts the individual sensor signals and their coherence.
An extreme source of errors in time delays are hardware malfunc-
tions, e.g. broken sensors. In practical situations estimates become
erroneous also when signals form additional non-dominant sources
disturb the estimation. Small errors in time delays, such as quan-
tization, can usually be compensated by some method. A simple
option is to use all possible time delays and a least squares solution
Y 1
- <XTX> x7i ®)
If one or more of time delay estimates contain large errors, then
some form of selection is required to form the best possible set of
time delays. These selection methods and their performance are
demonstrated in [8] and [9].

If an optimum set cannot be constructed, e.g. all of the time
delays are largely erroneous, the DOA estimate cannot be reliably
computed. To obtain DOA estimates at a constant rate in all situa-
tions, the unreliability must be accepted and DOA computed with
a non-optimum set of time delays. This is a feasible solution, if

we can compute the amount of unreliability in the estimate, rather
than simply discard the estimate. A criterion for the reliability can
be computed as follows.

4. RELIABILITY CRITERION

Suppose the DOA estimation method has produced a three-dimensional

estimate & for the actual propagation vector k with error ey,
l%:k—i—ek = ek:IZ:—k (9)

Taking the norms of both sides of equation (9) and utilizing the
triangle inequality we have

lexll = [lk— k| (10)
> |kl = el GEN
— [nén- 2| 12)

since by definition || k|| = % Clearly, the left side of equation (12)
gives a lower bound for the norm of estimation error ex. Multipli-
cation by propagation speed c gives the lower bound in the form

cllexll = ¢

I - 1 | 13

We define the left side of equation (13) as the reliability criterion
for DOA estimate, in simplified form

- \cukn —1] (14)

The numerical value of defined criterion is e independent of the
wave propagation speed, due to normalization in equation (13).
If the wave propagation speed c is known, the criterion e can be
computed.

With the criterion we can evaluate the reliability of our esti-
mates. It is possible to analyze if our observations are error-free
or corrupted by noise. In addition, we can extend our analysis to
system functionality and use the reliability criterion to detect mal-
functions in our sensor array. A fault in the sensor system will
cause a systematic increase in the reliability criterion. For exam-
ple, consider a physical disturbance which causes a displacement
to at least one sensor in our array. In section 3 we assumed that the
sensor locations are exactly known when we compute the DOA
estimates. This does not restrict the use of reliability criterion in a
displacement situation. It should be obvious that in case of sensor
displacement the estimates will become erroneous, which can also
be seen in the reliability criterion. Thus, the reliability criterion
can be used to detect configuration errors in the estimation system.

5. SSIMULATIVE RESULTS

In order to test the reliability criterion (14) a simulation was carried
out. The simulation consisted of one point-like spherical source
emitting white noise in free field. Source signal was received
with a four microphone tetrahedron array. Propagation of signals
was modeled as a linear path from source to each sensor, with
¢ = 343 T. This was done in order to show that the DOA estima-
tion method is not strictly dependent on the planar wave assump-
tion, and DOA can be estimated also for signals approximating the
planar wavefront. Source was located at a distance of 200 times the
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Fig. 1. Average values with mean absolute deviations for norm of
true error and reliability criterion as a function of SNR from 3150
estimates per one SNR value. (Distribution of criterion values is
not symmetric and thus we give the mean absolute deviations only
for the positive side of averages.) The lower bound property or re-
liability criterion is clearly visible. An increase in true error results
in an increase in the reliability criterion.

length of tetrahedron base. Tetrahedron shaped microphone array
was chosen because it is the optimal array configuration for om-
nidirectional estimation with four microphones [14]. The number
of sensors was desired to be as small as possible, and four sen-
sors is the absolute minimum when performing three dimensional
DOA estimation. Presence of noise was modeled through adding
spatially uncorrelated white noise to each sensor signal. Figure
1 shows the behavior of reliability criterion (14) and the norm of
true error (10) as a function of SNR. Values were averaged from
3150 estimates. Time delays were computed with the direct cross
correlation method in frequency domain and DOA estimated with
the least squares solution (8). No pre- or post-processing methods
were used to optimize the results.

Figures 2 and 3 show an example of one five second simula-
tive realization with SNR= —10.5 dB. The actual DOA estimates
are shown in figure 2. For clarity, these DOA estimates are pro-
jected into two dimensional angles of arrival (AOA), azimuth and
elevation. In this realization there are estimates which are correct
up to precision of one degree and also clearly erroneous estimates.
Figure 3 illustrates the values of reliability criterion (14) for esti-
mates in figure 2. As is clearly seen, correct DOA estimates give a
small value for reliability criterion and we can distinguish the erro-
neous ones. In figure (3) this discriminative property of reliability
criterion is illustrated with a constant threshold level.

6. REAL DATA RESULTS

The simulation results on the reliability criterion were also vali-
dated with real data from outdoor measurements in a forested loca-
tion. Sound source was a subwoofer emitting white noise at a dis-
tance of 1.0 km. Signals were recorded with a four sensor tetrahe-
dron array, as in simulations. Figures 4 and 5 present five seconds
of data from one measurement. In figure 4 are the DOA estimates
projected into AOAs and values of reliability criterion for these es-
timates are in figure 5. This situation is much more complicated
than the one presented in simulations, due to various error sources.
These include natural background noise and reverberation. Also
some form of reflections and multi-path propagation are present
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Fig. 2. Example of DOA estimates in one realization with

SNR= —10.5 dB. Estimates are projected into two dimensional
AOA estimates (azimuth and elevation) for better visualization.
Source is located at 0°.
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Fig. 3. Values of reliability criterion for estimates in figure 2, with
¢ = 343 T. Erroneous estimates have large values and can be sep-
arated from correct ones which have criterion value very close to
zero. Here we have simply set a constant threshold level for error
detection.

and disturb the time delay estimation. In addition, neither the sen-
sor locations nor sound propagation speed are known with ideal
precision as in simulations. The effect of these factors can be seen
as the absence of perfectly correct estimates. It should be noted
that it is not possible to use the reliability criterion to distinguish
between different signal sources, such as our subwoofer and some
background noise source. The criterion does not give any infor-
mation on whether we are observing the desired signal source or
some unwanted noise source. Instead, it provides us with a mea-
sure on how erroneous our estimates are and also information on
the status of our sensor system.

Despite the various error sources, it is possible to separate out
largely erroneous estimates from those with a smaller error. The
discriminative behavior of reliability criterion observed in simula-
tions is also present in real data results. This is illustrated with a
level of threshold in figure 5.

7. DISCUSSION

What is the purpose with this kind of research? There have earlier
been calculations on maximum errors. We have introduced a reli-
ability criterion to time delay based direction of arrival estimates.
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Fig. 4. DOA estimates projected into AOAs (azimuth and eleva-
tion) from a real data experiment. Some form of error is always
present in real situations and therefore there are not perfectly cor-
rect estimates.
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Fig. 5. Values of reliability criterion for estimates in figure 4, with
c = 335 7. Distinction between reliable and unreliable estimates
is not as easy as in the simulative case, but we can still utilize a
simple constant threshold level.

This means that it is not only possible to consider a single estimate
but to consider how well the whole sensor system is behaving.
This is something new and desirable. The contrast is large with
sensor systems using mean and standard deviation to attempt to do
the same. Our reliability measure can be computed directly from
estimates utilizing wave propagation speed, without restricting as-
sumptions on signals or sources. For the most common physical
mediums, wave propagation speeds are known and they can be ob-
tained from tables. For example, the speed of sound in air can be
somewhat accurately estimated when temperature is known.

What is the prize of this progress? It is true that some extra
calculations are needed. However, these calculations are not ex-
haustive. With the recent micro and signal processors it is possible
to calculate this reliability measure to audio signals. This should
be considered in contrast to the knowledge that we know our sen-
sor system is working properly.

8. CONCLUSIONS

In this research we derived a reliability criterion for time delay
based DOA estimate from wave propagation speed and demon-
strated its behavior with simulated and real data. This reliability
criterion is also a lower bound for the norm of estimation error

and therefore with the criterion it is possible to state the minimum
amount of error in a DOA estimate. Thus, an estimation system
can automatically give a measure for its estimates and furthermore
indicate when the produced data is unreliable or the sensor system
is working in an improper way.
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