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Abstract — Location estimation of mobile
phones has received considerable interest in the
field of wireless communications. In this pa-
per, a simple and efficient positioning algo-
rithm using received signal strength measure-
ments obtained from at least three base stations
are developed. Our proposed method is based
on solving a nonconvex constrained weighted
least squares problem. Simulation results show
that the performance of the proposed method
achieves the Cramér-Rao lower bound.

I. Introduction

Since the first ruling of the Federal Communication
Commission for detection of emergency calls in the
United States in 1996 [1], location estimation has be-
come increasingly important for mobile services. Al-
though the global positioning system (GPS) is widely
utilized for positioning, it would be quite expensive to
be adopted in the mobile phone network and its perfor-
mance 1s poor when used in a densely populated area.
Alternatively, using the base stations (BSs) in mobile
network for localization 1s more desirable and less ex-
pensive. In addition to emergency management, the
service will also be useful in monitoring children and
the elderly, especially patients with Alzheimer’s dis-
ease, intelligent transport systems, location billing and
interactive map consultation [2]-[4].

Mobile phone positioning is often achieved by using
the measurements of time of arrival (TOA), angle of
arrival (AOA), time difference of arrival (TDOA) or
received signal strength (RSS). Since most of the Eu-
ropean countries are now using the Global System for
Mobile Communications (GSM), which provides only
the RSS measurements, we will focus on positioning
using the RSS measurements in this paper. However,
our proposed methodology can be easily extended to
TOA-based and TDOA-based location systems.

In the RSS method, the propagation path losses from
the mobile station (MS) to the BSs are measured, which
are then converted to distances between them. For two-
dimensional (2D) positioning, each RSS measurement
will provide a circle centered at the corresponding BS,
on which the MS must lie. In the absence of measure-
ment error, the MS position is given by the intersection

position. In practical situations when the RSS mea-
surements are in errors, nonlinear least squares is an
appropriate but computationally intensive approach for
MS positioning. The main idea of the proposed algo-
rithm is to transform the nonlinear equations relating
the RSS measurements to the MS location into a set
of linear equations by introducing an extra range vari-
able, which is adopted from [5]-[7] in TDOA-based sys-
tems. The linear equations are then solved by weighted
least squares (WLS) subject to the relation between the
range parameter and the MS position coordinates.

The rest of this paper is organized as follows. The
model for RSS measurements is described in Section II.
In Section III, the proposed algorithm that weighs the
least squares function and exploits the relation between
the range parameter and the position coordinates is de-
vised. In Section IV, the CRLB is derived. Simulation
results are presented in Section V. Finally, conclusions
are drawn in Section VI.

II. RSS Measurement Model

It is assumed that a reliable non-line-of-sight (NLOS)
detection algorithm [8] has first been employed to elim-
inate the measurements with large errors. As a result,
all measurements we utilize for the MS location come
from line-of-sight (LOS) propagation. Let the true lo-
cation of MS be [z, ys]T and the coordinates of the "
BS be [z;,y]7,i = 1,2,..., N, where N is the total
number of receiving LOS BSs. The distance between
the MS and the i** BS, denoted by d;, is given by

di = /(s — )2+ (s —wi)%,  i=1,2,....N (1)

The noise-free RSS or received power at the it* BS,
denoted by P! is expressed as [9]

Pt
Pl =K~ i=1,2

ar Y (2)
where P! is the transmitted power, K; is the rest of all
other factors which affects the received power includ-
ing the antenna height and antenna gain, and a is the
propagation constant. The range-related measurement
which uses the known P}, K; and the measured RSS,
denoted by r;, 1s modelled as

of circles from at least three BSs in order to resolve am- K P! '
biguities arising from multiple crossings of the lines of o= A P_Z’“ T
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= di +n;
= [(zs— @)+ (s —w)Y) 2 +ns, i=1,2,... N
(3)

where n; is the noise in r; at the i*» BS. The propaga-
tion parameter a can be obtained by finding the path
loss slope by measurement. In free space, a is equal
to 2, but in some urban and suburban areas, a can be
from 3 to 6. The unit of the measurement r; is m?®.

For ease of analysis, we assume that measurement
errors {n; } are zero mean white Gaussian process with
corresponding variances {o?}. The probability density
function of r = [r,, 7,,...,7n5]7 conditioned on the MS
position u = [z, y,]” is given by

p(ru) =

v { S e = [1va ~ 0+ e~ 2]} 0

i=1 v

III. Constrained WLS Algorithm
In this section, we introduce the proposed algorithm for
RSS-based mobile positioning. Without measurement
errors, (3) becomes

ri:[(xs_xi)2+(ys_yi)2]%a i:1a2a"'aN (5)

Taking power % on both sides of (5) yields

2
a

ré = R? = 2uw.x; — 25y + (2 + u7)

N

1 2
= x;75 + yiys — 0.5R? = 3 (xf + oyl — r;) ,
i=1,2,...N (6)
where Ry = /2 + y2 is the intermediate variable in

order to linearize (5) in terms of z,, y; and RZ. Eq.
(6) can be expressed in a matrix form

A8=D (7)
where
Ty Y1 —0.5 T
A= ) 6= Ys
on yn 05 R,
and 2

In the presence of measurement errors, 8 can be esti-
mated using the standard least squares as

6 = arg Hbin(AH —b)T(A6 - D)
= (ATA)"*ATH (8)

In order to achieve better performance, we should add
a weighting matrix to (8) and restrict 8 to the basic
relationship

R =z} +vy! (9)

The resulting location estimator is a constrained opti-
mization problem as follows.

6 = arg mgin(Aa —b)TW(AH - D) (10)
subject to
qT0+6TPO=0 (11)
where
10 0 0
P=|0 1 0 |andq= 0
0 0 0 -1

We can easily see that (11) is a matrix representation
of (9).

In order to find the weighting matrix W, the dis-
turbance in b is studied. Assuming sufficiently small

2 .
measurement error, the value r? can be approximated
using Taylor series as

2
a

'S =

(d¢ +ni) =

2
~ d?—l—g(di)z_ani i=1,2,...,N (12)

N

As a result, the disturbance between the true and esti-
mate of the squared distances is

2 2
g =r— d? R —(di)z_ani
a

i=1,2,...,N (13)
In vector form, {;} is expressed as

2
a

2
St

€ = [o() ™y, 2 (d) s, () ] (14

The covariance matrix of the disturbance is thus of the
form

¥ =FE{e’} =BQB (15)

where B = diag{2d?™¢, 2d37%,... 2d7 "} and Q =
diag{o?,02,...,0%}. Under the above assumptions,
the optimum weighting matrix for (10) is W =
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¥-1 which depends on the unknown {d;}. For this
reason, we approximate ¥ &y BQB where B =

{2 2/a—1 2r2/a 1 2r2/a 1}.

diag y 21 e 2T
We now consider solving (10) subject to (11), which
is equivalent to minimizing the Lagrangian

£(8,)) = (A8 —b)T® (A0 —b)+ \(qT6+6TP6)

(16)
where A is the Lagrange multiplier. The minimum of
(16) is obtained by differentiating £(8, A) with respect

to (6, A) and then equating the resultant expressions to
zero:

M(;; a) =2(AT® A + AP)8 —2ATT " 'b 4+ A\q =0
(17)
% = qT6+6"PO=0 (18)

Solving for 8 by (17) yields the constrained WLS esti-
mate

6(\) = (AT® A 4 \P) 1 (ATE b - %q) (19)

where A is not determined yet. In order to find A, we
substitute (19) into (18)

A
fATe b - 5(1)

JATE-1A + 2P) 1

qT(ATE1A + )P~
+(bT‘I’_1A _ _qT

A
(AT®*A + AP)" 1 (AT® b - 29 =0 (20

The matrix (AT®~1A)~1P can be diagonalized as
(AT®-1A)"'P =UAU? (21)

where A = diag(v,,7.,7;) and v;,¢ = 1,2,3 are the
eigenvalues of the matrix (AT®~1A)~1P. Substitut-
ing (21) into (AT¥~1A)~1P gives

(AT® A £ AP)" ' = U+ M1

(22)

Putting (22) into (20), we get

A
cT(I4+AA)~H — 5cT(I + M) g+ eT (T4 2A)7E

A
AT+ M) — 5eT(I +AA)TTA(T+ AA) T
A
—ECT(I +AA)TTA(T+ AA)
2

P I TAT M) g =0 (29

_1(AT‘I’_1A)_1

where
cT = qTU = [e),c5,¢5], g = U HATE-1A) L
q = [9:,92,95)7, €T = bPT®TAU = [e,,e,,¢,] and
f= UL AT® 1A TAT- ‘b= [}, [, f,]T.

Since the matrix (AT®~1A)~1P is of rank 2, one of
its eigenvalues, say, 3, must be zero. After expansion
of equation (23) and putting y3 = 0, (23) is simplified

to A 2 eif; cig
63f3_563g3+21+/\% __Zl-l-/\’y
2

2
eifivi A €igii
+§(1+/\'yi2 22(1—1—/\%

=1 =1
A Cifi%’ A2 2 Cigi7i

ERAR L (AN L (— T Y
3 2 T T 4 2 (A —

which is an equation of 5 roots. The desired A is found
by the following procedures.
1. Find the 5 roots by using a standard root finding
algorithm. Then take only the real roots into con-
sideration as the Lagrange multiplier is always real

for real optimization problems.
ii. Put the real A’s back to (19) and obtain sub-

estimates of 8.
11. Substitute the sub-estimates mnto

(A6 — b)TW(AH —b) and the sub-estimate that

makes the expression minimum is the solution 6.

IV. Cramér-Rao Lower Bound
The Cramér-Rao lower bound (CRLB) gives a lower

bound on variance attainable by any unbiased estima-
tors and thus it can be served as a benchmark to con-
trast with the mean square error of the RSS positioning
algorithms. The CRLB for the k'" parameter estimate
of u, denoted by CRLB(4y) can be computed from

CRLB(ug) = [I"1(0)]xr (25)
where 2 In p(rla
)y = - | e (26

is the corresponding Fisher information matrix (FIM),
@ =[uy, us)” = [#,,9:]" is the location estimate of the
MS and E[.] is the expectation operator. From (26), the
FIM for the RSS location technique can be calculated

“fu) =

|_|

?(wo=2)(ye=ys) ]
(o= )2+ (ys —9s) 2T

a? xs—x,)2
[(ws—w:i)?+(ys—yi)?]?~*

s

s
Il
-

a2(ys—yz)2
oFl(ws—wi)?+{ys—y:)?]*~°
(277
Then the corresponding CRLB can be calculated by
(25) and (27). It is noteworthy that the CRLB should
remain unchanged [10] when the NLOS measurements,
if any, are also included in the computation.

a’ xs—x,)(ys—yl)
[(zs—zi)2+(ys—y:)?]2~

s

s
Il
-
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V. Simulation Results
Computer simulations were performed to evalu-

ate the performance of the proposed RSS-based
location algorithms for the cases of 3 and 7
BSs. For 7 BSs case, the location of BSs
were situated at [0, 0]m, [3000v/3,3000]m, [0,6000]m,
[—3000+/3, 3000]m, [—3000+/3, —3000]m, [0, —6000]m
and [3000+/3, —3000]m. Only the first three BSs were
involved for the case of 3 BSs and ¢ = 2 was chosen
which corresponded to a free space propagation. The
location of MS was at [—100,200]m. All results were
based on 1000 independent runs.

Figure 1 shows the mean square range errors
(MSREs), defined as F [(l‘s —75)% + (ys — 3]5)2] ,of the
standard LS method, the constrained WLS method as
well as the CRLB versus the average SNR, given by

N 2
% > j—;, for the 3-BS case. In this simulation, the
i=1 "¢

SNRs were identical for all RSS measurements. It can
be seen that the performance of the standard LS was in-
ferior to the constrained WLS by about 2 dB which was
very close to optimum. The above test was repeated for
the case of 7 BSs and the results are shown in Figure 2.
We observe that the constrained WLS slightly outper-
formed the standard LS and still achieved the CRLB. It
is also noted that MSREs for 7 BSs were always lower
than those for 3 BSs. Therefore, the performance of
the proposed method was better when more BSs were
utilized for mobile positioning.

VI. Conclusions

A simple and efficient mobile positioning algorithm us-
ing received signal strength (RSS) measurements is pro-
posed. The idea is to transform the nonlinear equations
relating the RSS to the mobile position to a set of lin-
ear equations, which are then solved by constrained
weighted least squares. It is shown by simulations that
the proposed method approaches the optimum location
accuracy.
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Figure 1: 3-BS case
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Figure 2: 7-BS case
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