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Abstract

The antenna array asynchronous interference cancellation
problem is addressed by means of semi-blind algorithms
with projections to the finite alphabet. It has been observed
that the conventional Least Squares (LS) solution estimated
over the training interval may not be suitable for initializa-
tion of the iterative semi-blind schemes in the case of asyn-
chronous interference. Unlike the synchronous case, a mod-
ified LS initialization based on the autocorrelation matrix
estimated over the whole burst of data outperforms the con-
ventional LS initialization for the high interference level. A
re-configurable receiver is proposed in this paper, which ex-
ploits on-line selection of the initialization. Its efficiency is
demonstrated in TDMA and OFDM environments.

1. INTRODUCTION

Conventional space-time equalization and interference can-
cellation techniques exploit the known training symbols to
estimate the weight vector of an antenna array [1]. The un-
derlying assumption for these techniques is that the training
data is reliable since the co-channel interference (CCI) over-
laps with the training symbols of the desired signal. Nor-
mally, this is the case for the synchronous CCI, which has
the same time-frequency structure as the desired user. Asyn-
chronous cells, packet transmission, adaptive frequency al-
location or fast frequency hopping lead to more compli-
cated asynchronous or sparse interference scenarios [2-6].
If the training data is concentrated in one part of a data slot,
e.g. in midamble in a GSM/EDGE system or preamble in
a HIPERLAN/2 system, then the asynchronous interference
may partially overlap or not overlap with the training data
of the desired signal. Training-based techniques are not ef-
fective in this case.

It is pointed out in [4] that stationary filtering can be
exploited to enhance the desired signal and reject the asyn-
chronous CCI if information data for the signal of interest
is involved in the estimation of the weight coefficients to-
gether with the training data. An iterative semi-blind algo-

rithm with projection to the finite alphabet (FA) is used in
[4]. The FA property applies to the whole slot of the de-
sired signal, thus it can be used for adjusting weights in the
asynchronous CCI case. Other semi-blind algorithms can
be applied in this case as well [6].

Initialization impact on the semi-blind algorithm with
projection to FA is studied in [7] in both synchronous and
asynchronous scenarios. It is shown in [7] that unlike the
synchronous case, where the conventional training-based
LS initialization demonstrates the best results, in the asyn-
chronous case the modified initialization with autocorrela-
tion matrix estimation over the whole data slot outperforms
the conventional initialization for the low Signal to Inter-
ference Ratio (SIR). The simulation results for TDMA and
OFDM systems presented in [7] show that different initial-
izations are required in different conditions. This suggests
that on-line initialization selection in a re-configurable re-
ceiver would be a promising way to improve the ability to
suppress the asynchronous interference.

A re-configurable receiver is proposed in this paper. It
is based on slot-by-slot selection of the initialization of the
semi-blind algorithm with projection to FA. Its efficiency is
illustrated by means of antenna array simulations in TDMA
and OFDM (HIPERLAN/2) environments.

In Section 2 we describe the narrowband data model and
formulate the problem. In Section 3 a slot-by-slot initializa-
tion selection is proposed and a re-configurable semi-blind
receiver is developed. An OFDM version of the algorithm
and the simulation results in a HIPERLAN/2 environment
are presented in Section 4. Section 5 concludes the paper.

2. PROBLEM FORMULATION

Since our goal is to concentrate on the difference between
synchronous and asynchronous CCI cancellation problems,
we start from the simplified narrowband data model of the
signal received by an antenna array ofK elements:

x(n) = hs(n) +

MX

m=1

gmum(n) + z(n); (1)
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wheren is the time index (symbol sampling is assumed);
x(n) is theK � 1 vector representing the output of an
antenna array;s(n) is the desired signal belonging to the
known FA,um(n), m = 1 : : :M are theM components of
the interference,h andgm, areK � 1 vectors modeling the
linear propagation channels andz(n) is theK� 1 vector of
noise. All propagation channels are assumed to be station-
ary over the whole burst of data and independent for differ-
ent antenna elements and bursts. The desired signal and all
interference components are assumed to be independent as
well.

The data model is illustrated in Figure 1. The desired
signal and all interference components have the same burst
structure ofN symbols. Independent random delaysdm,
m = 1 : : :M in the interval�N are used to model the asyn-
chronous interference (the case ofdm = 0, m = 1 : : :M
corresponds to the synchronous interference scenario). In-
dependent sets of delays are used for different bursts of data
to model asynchronous packet transmission.

Training data

Information data

Desired signal

Interference 1

Interference 2
Data slot

1d
2d

Fig. 1. Data model for two-component asynchronous CCI

A linear spatial filter for recovering the transmitted sig-
nals = fs(1) : : : s(N)gT can be expressed as

ŝ = Xw; (2)

whereX = fxT (1) : : :xT (N)gT is theN �K data matrix
andw is theK � 1 vector of adjustable coefficients. The
hard decision can be obtained by projection to the alphabet

~s = �fŝg: (3)

Assuming that theNt symbols of the desired signal at
the known positions inside the processing interval are known,
the problem is to determine the weight vectorw in (2) ac-
cording to some estimation criterion.

The presented simplified data model reflects the main
difficulty with the asynchronous interference scenario: some
of the interference components may partially overlap or not
overlap at all with the training interval of the desired signal.
This is not the case for the synchronous interference with
dm = 0, m = 1 : : :M .

The OFDM version of the presented narrowband data
model is addressed in Sections 4.

3. RE-CONFIGURABLE RECEIVER

3.1. Basic algorithm

The conventional iterative estimation algorithm with projec-
tions to the FA [4 and others] can be described as follows:

ŵj = (X�X)�1X��fXŵj�1g; j = 1 : : : J; (4)

wherej is the number of the current iteration andJ is the
total number of iterations.

The selection of the initialization̂w0 has critical im-
pact on the performance of algorithm (4), e.g. arbitrary
ŵ0 corresponds to blind estimation [1 and others] whereas
training-based initializations correspond to semi-blind ver-
sions of the algorithm.

We consider two possible training-based initializations
for iterative algorithm (4):

- the conventional LS estimator

ŵLS = (X�

tXt)
�1Xt

�st; (5)

wherest is theNt � 1 vector of the training symbols and
Xt is theNt �K data matrix of the received signals from
the training interval,

- the modified burst-based LS estimator (LSB) [3,5 and
others], which can be expressed as

ŵLSB = (N=Nt)(X
�X)�1Xt

�st: (6)

It differs from (5) by the “improved” estimation of the au-
tocorrelation matrix over the whole burst of data instead of
estimation over the training interval in (5).

Selectionŵ0 = ŵLS and ŵ0 = ŵLSB leads to the
LS and LSB algorithms with projections: LSP and LSBP
accordingly.

It is shown in [7] that LS and LSB behave differently
in the synchronous and asynchronous scenarios. Unlike the
synchronous case, where LS clearly outperforms LSB, in
the asynchronous case LSB outperforms LS for the low SIR.
Using LS and LSB as initializations for the iterative semi-
blind algorithm (4) leads to similar behaviour for LSP and
LSBP. Typical simulation results shown in Figure 2 illus-
trate this situation. Raw Bit Error Rate (BER) averaged
over 105 bursts is plotted in Figure 2 for fixed Signal-to-
Noise Ratio SNR = 15 dB andNt = 8 and variable SIR in
the synchronous (dm = 0,m = 1 : : :M ) and asynchronous
scenarios from Section 2. Other parameters are: QPSK sig-
naling,K = 4, M = 2, N = 60 andJ = 5 (indicated in
brackets, e.g. LSP(J)).

One can see in Figure 2 that contradictory to the syn-
chronous case, a “crossing point” exists in the asynchronous
case. This situation clearly demands a new solution to ad-
dress the asynchronous interference cancellation problem.
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Fig. 2. BER in the synchronous and asynchronous scenarios

3.2. On-line initialization selection

The key observation leading to a slot-by-slot re-configurabi-
lity approach is that in the asynchronous scenario presented
in Section 2, any combination of the desired signal and in-
terference positions can be met on random basis. Some
data slots with complete or almost complete overlapping
between the training data and the CCI can be effectively
addressed by means of the LSP algorithm, which signifi-
cantly outperforms the LSBP estimator in this case. Other
data slots with poor overlapping or without any overlapping
can be effectively processed by means of LSBP rather than
LSP. This suggests that slot-by-slot selection of the estima-
tion algorithm may give us better results than each of the
estimators applied to all slots of data separately.

A structure of a re-configurable LSP (RLSP) receiver
implementing this idea is shown in Figure 3. At the first
stage of processing LSP and LSBP performI iterations in
parallel. Then the Selector block selects (combines) sig-
nal estimations according to some selection criterion. At
the second stage, the selected (combined) estimation of the
whole slot of data is used as initialization for the basic iter-
ative estimator (4), which performs the rest of the (J � I)
iterations.

To define the algorithm we need to specify a selection
rule.We propose to use the distance from the FA as a metric
for selection. Then the algorithm of the Selector block in
Figure 3 can be expressed as follows:

~s0(n) =

�
~sILSP(n) if rLSP(n) � rLSBP(n)
~sILSBP(n) if rLSP(n) > rLSBP(n)

; (7)

whererLSP(n) = j~sILSP(n)�ŝ
I

LSP(n)j
2 andrLSBP(n) =

j~sILSBP(n)�ŝ
I

LSBP(n)j
2 are the distances from the FA and

~s0(n), ~sILSP(n), ŝ
I

LSP(n), ~s
I

LSBP(n) and ŝILSBP(n) are

the elements of the corresponding vectors~s0, ~sILSP, ŝILSP,

~sILSBPandŝILSBP, respectively, shown in Figure 3.
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Fig. 3. Structure of the re-configurable receiver

The complexity of the iterative estimators is approxi-
mately proportional to the total number of iterations of the
basic algorithm with projections. The receiver in Figure 3
requires totallyI + J iterations. Hence, its complexity is
roughly(I + J)=J times higher that the complexity of LSP
or LSBP performingJ iterations.

The advantages of the proposed re-configurability ap-
proach are as follows:

- The overall performance can be better than the perfor-
mance of the basic estimators applied separately.

- Complicated and normally not accurate scenario iden-
tification and estimation are not required.

- Additional complexity is reasonable compared to sep-
arate use of LSP or LSBP.

The simulation results for RLSMP(I; J) are presented
in Figure 2 for fixedJ = 5 and variableI = 0; 1; 3 (I = 0
means that the selection rule is applied to the initial LS and
LSB without any iterations at the first stage in Figure 3).
One can see that RLSP significantly outperforms the basic
estimators, especially in the “crossing point” area. Compar-
ison of the RLSP curves for different values ofI shows a
trade-off between performance and complexity.

4. RE-CONFIGURABLE OFDM RECEIVER

Considering the narrowband received signalx(n) in (1) and
the weight vectorw in (2) as the output of an antenna array
and the weight vector at thel-th subcarrier of an OFDM
system, we obtain the following reformulated notation:X

is the totalNL � KL matrix of the received signal,Xt is
theNt � KL matrix of the received signal corresponding
to the training data, whereNt is the total number of the
training symbols at all subcarriers and OFDM symbols,w is
the totalNL�1weight vector and̂s is theNL�1 estimated
signal vector, whereL is the number of subcarriers.
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Different approaches can be applied for formulation of
the OFDM versions of the LSP and LSBP algorithms, such
as group-based [8] or model-based [9] techniques. Follow-
ing [9] we use the linear model for the antenna array weight
coefficients to reduce the dimension of the problem:

w = Uv; (8)

wherev is a(KG�1) vector of the model parameters,G <
L is the model dimension andU is the parameter mapping
matrix of dimension(KL�KG), which is selected asU =
f~ulgIKg; l = 1 : : : L; g = 1 : : :G, whereIK is theK �K
identity matrix and

~ulg = exp�2�j
(l�1)(g�G=2)

L ; l = 1 : : : L; g = 1 : : :G: (9)

Using this notation the basic algorithms are as follows:

v̂
j

LS(B)P= (U�X�XU)�1U�X��fXUv̂j�1LS(B)Pg;

(10)
v̂0LSP= v̂LS = (U�X�

tXtU)�1U�X�

t st; (11)

v̂0LSBP= v̂LSB = (NL=Nt)(U
�X�XU)�1U�X�

t st:
(12)

Similarly, the OFDM versions of the selection rule (7) and
the RLSP algorithm can be obtained as well.

Simulation results. We simulate a 1-by-4 SIMO system
(K = 4) for a HIPERLAN/2 time-frequency slot ofN = 14
symbols andL = 64 subcarriers (only 52 of them are used
for data and pilots transmission). QPSK signalling and the
HIPERLAN/2 “A” propagation channels are used for the
desired signal and the interference. The transmitted signal
is encoded according to the HIPERLAN/2 standard with a
3/4 code rate. Each packet contains 54 information bytes.
Each time frequency slot includes two information packets
and two preamble blocks of 52 binary pilot symbols. This
simulation environment corresponds to the data rate of 18
Mbit/s. Packet Error Rate (PER) is used to evaluate the per-
formance. Other simulation parameters are: SNR=20dB,
G = 12, I = 3 andJ = 5.

Figure 4 presents the PER curves averaged over104

packets in the asynchronous scenario withM = 1; 2; 3 equal
power interference components. One can see that the “cross-
ing points” between LSP and LSBP exist for different struc-
tures of the asynchronous CCI and the re-configurable re-
ceiver outperforms the two conventional receivers across the
board of SIR’s. The RLSP performance is close to the best
performance of LSP and LSBP in the area of high and low
SIR’s. The re-configurability gain in the “crossing point”
area varies from 6.5 db to 1.5 dB depending on the scenario.

5. CONCLUSIONS

The problem of antenna array asynchronous interference cancella-
tion is addressed. A re-configurable receiver is proposed, which is
based on on-line selection of the initialization of the iterative semi-
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Fig. 4. PER in a HIPERLAN/2 environment

blind scheme with projections to the finite alphabet. It is shown
by means of simulations in TDMA and OFDM environments that
the proposed receiver significantly outperforms the existing semi-
blind receivers.
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