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Abstract— In this paper, an accurate and computationally ef-
ficient algorithm is proposed for estimating time-varying and
frequency-selective fading channel with unequally spaced pilot
symbols. By employing the time-varying coefficient polynomial in-
terpolation method, it is proved that the time-varying channel im-
pulse response can be estimated by the product of a constant in-
terpolation matrix and the fading information at pilot symbol po-
sitions. Furthermore, a least square off-line training algorithm is
presented to optimally calculate the constant matrix, taking into
consideration of the statistics of channel fading and noise. Simula-
tion results indicate that the bit error rate performance of our new
estimation algorithm is close to that of the perfect channel estima-
tion.

I. INTRODUCTION

With the increasing demands for high quality multimedia mo-
bile communication, new mobile standards are developed to
adopt higher packet data throughput rate. Frequency-selective
fading channel with intersymbol interference (ISI) is the pri-
mary impediment for reliable high date rate mobile commu-
nication. Channel estimation and equalization techniques can
be jointly used to combat the adverse impairments caused by
the frequency-selective fading. Equalization algorithms, such
as Maximum Likelihood Sequence Estimation (MLSE) [1], can
optimally eliminate ISI provided the impulse response of the
fading channel is known. The channel impulse response can
be estimated by pilot symbol assisted modulation (PSAM),
which has been studied extensively in the recent literature [2]-
[4]. However, most of the previous work on PSAM are fo-
cused on flat fading channel and equally spaced pilot symbols,
and these methods can not always successfully be extended to
the frequency-selective channel case and unequally spaced pilot
symbols as required in the new emerging standards.

A new algorithm is proposed for estimating time-varying
and frequency-selective (or dispersive) fading channel with un-
equally spaced pilot symbol assisted modulations. Based on
polynomial interpolation and off-line training, this algorithm
successfully balances the estimation accuracy and computa-
tional complexity of the system. Along with channel equaliza-

tion algorithms, the impairments caused by time-varying and
frequency-selective fading can be effectively mitigated.

The rest of this paper is organized as follows. The system
model is given in Section II. Section III presents the chan-
nel new channel estimation algorithm with an off-line training
scheme. Simulations are carried out to evaluate the performance
of the combined channel estimation and equalization algorithms
and the results are presented in Section IV. Section V concludes
the paper.

II. SYSTEM MODEL

The baseband equivalent system model is shown in Figure 1.
When the modulated signal along with the inserted pilot sym-
bols passes through the wireless channel, it will be corrupted by
frequency-selective fading and additive noise. The signal at the
output of the matched filter can be written as

���������
	���
������������������������������ �����!� (1)

where 
������ denotes both the data symbols and pilot symbols
transmitted in the system, and �"����� is the additive noise compo-
nent of the output signal. ��������#$�%�'&������)(+*�������#$�,(-&�./���0���
is the combined impulse response (CIR) of the channel, where&������ and &�.1�2�0��� are the pulse shaping filter and matched fil-
ter of the system, *������3#$� is the physical impulse response of
the time-varying frequency-selective fading channel, and the
symbol ( denotes convolution. *4������#$� often take the form of5-6 *������3# 6 ��78��#9��# 6 � .

The output of the matched filter is sampled at the times �:������ , yielding

���������-;=<�>	?�@�A 
����%�CBD��� � �EB$����� �����!� (2)

where �������F�G������� � � , � �����F�H�"����� � � , and I �KJL#NM0O�P�QR� �3S
is the memory length of the discrete-time CIR � � �TBD�U������������VBW����� .
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Fig. 1. System Model

The transmitted symbols are divided into slots, with the slot
structure depicted in Figure 2. Without losing generality, we as-
sume that each slot consists of � symbols with � pilot symbols
at locations of ��� > �3���/�������N������� .
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Fig. 2. Transmitted Slot Structure

For a group of ��� I ��� � consecutive pilot symbols� 
����W���V
 ���=�����!�������!�V
 ���=��� I ���1��� , we can write (2) as the fol-
lowing explicit equation�� �"!  �#� �%$  � (3)

where �  � � ����� � I �&� ���������!�3����� �'� I �(� �
�*) , #� �� �  ��+ �!�������!� �  � I �,���
� ) , and $  � � � ��� � I �-���!�������!� �"��� �� I �.� �
� ) are the received signal vector, the CIR vector and the
noise vector, respectively, and !  is the pilot matrix defined as/0001

243 57698�:<;>= ?@?A?B2C3D5E6F;>= 2C3D5�=243 576<8G= ?@?A?B2C3D5E69H4= 243 576F;>=
...

. . .
. . .

...2C3D5E69H48�:IH4=J?@?A?K2C3D57698G=L243 576<8M:<;>=
N OOOPGQ (4)

Here we assume that the CIR is constant over the time duration
of � I �R� symbols and the length of consecutive pilot symbols
are no less than � I �F� symbols. These assumptions are true for
all the current mobile standards (eg. TDMA IS136+ [5], GSM
and EDGE [6], and W-CDMA [7]).

Based on equations (3), The least square error estimation of#TS
is given by U#  �,!WVS � S � (5)

where ! VS is the inverse of ! S when it has full rank or pseudo-
inverse of ! S when it is a singular matrix. Once the CIR at pilot
locations

U#  are estimated from (5), it can be used to estimate
the CIR of the entire slot.

III. A NEW ALGORITHM FOR CHANNEL ESTIMATION

In this section, we first present a polynomial interpolation
method to estimate the channel impulse response, then a least
square off-line training method is proposed to improve the ac-
curacy and efficiency of the algorithm.

A. Polynomial Interpolation

Let X M ����� be a pre-selected Y th-order polynomial, Z M �EBD� be
an unknown (or to-be-determined) complex-valued coefficient,
and [� � �EBD� can be expressed by \ th-order polynomial as fol-
lows

[� � �EB$�)�^]	M @�A Z M �TBD� X M ����� � �C_ (6)

Writing (6) into matrix format, we can get`a �-bIced (7)

where �@� � d is the Hermitian operation, the element on the f th
row and � th column of

`a
is � `a � 6hg  � [� 6 ���=��� � , and �hbF�Ci 6hg  >j �X  <�> � f � � � , �	c �ki 6hg  >j � Z4l�mon � f �R��� .In order to solve the coefficient matrix C with minimizing

the estimation error, we consider the CIR at the pilot symbol
locations, and define a cost function as followsprq � ��sut �wvayx �{z|c d �!�}vayx �~z|c d �Ad�� � (8)

where ��s8�@� � denotes the trace of a matrix, vayx���� �E� ; andz ��� �E� i ]e� > j are sub-matrix of va and b , respectively, and
their elements � vayx �Ci 6�g  >j �

U
� ��� ��� ��� � , ��z �ki 6hg  >j � X l�mon ��� 6 � � �

are corresponding to pilot symbol locations of one slot.
Since

p q
is a quadratic function of C, the coefficient matrix c

that minimizes
p q

can be obtained from the equation �w�k��}��� �"+ ,where �@� � . denotes complex conjugate, and the solution isc ���a dx z �hz d z � V _ (9)

Theoretically speaking, once the interpolation polynomialsX M ����� and \ are selected, the coefficient matrix C can be ob-
tained from (9). This approach implies that c has to be calcu-
lated for every slot, thus the computational load can be heavy
for real time applications. However, if we move one step for-
ward, we will get a very interesting result. From (7) and (9), we
immediately have `a ��b9�hz d z � V z d va x _ (10)

If we define � ��b9��z d z � V z d , then`a � � va x _ (11)

It is clear now that once the interpolation polynomials X M ����� and\ are chosen, � is a constant matrix. We are now in a position
to conclude a lemma as follows:

Lemma 1: For frequency-selective fading channel, the time-
varying channel impulse response matrix over an entire slot can
be estimated by the product of a constant matrix and the time-
varying fading matrix at pilot symbol locations.

The polynomial interpolation method provides good estima-
tion accuracy when the signal-to-noise ratio (SNR) is high and
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the Doppler frequency of the fading is low. To obtain good chan-
nel estimation accuracy in typical SNR and Doppler frequency
ranges of an “on-line” mobile channel, we need to take into con-
sideration of the statistical characteristics of the channel fading
and noise, therefore, we present an off-line training algorithm to
optimize the constant matrix U in the rest of this section.

B. Off-line Training

For the off-line training, let � be � slots fading matrix with
no noise, �� be noise-corrupted fading matrix at pilot symbol
locations. Both � and �� are partitioned as follows

� = [
a
>

...
a � ... ����� ...

a��
]�� = [ va x n ... va x�� ... ����� ... va x�� ],

where
a	� �y��
 � ; is the � th training slot’s fading matrix with� a � �ki 6�g  >j �
� 6 ��� �~� � , and vayx�
 � � �7� ; is the noise corrupted

fading matrix corresponding to pilot symbol locations. Accord-
ing to Lemma 1,

a��
and va x 
 have the following relation`a � � � vayx�
 � (12)

where U is the constant interpolation matrix to be optimized. To
minimize the estimation error, the cost function is defined byp �+��set � � � � �� �Ad � � � � �� �
� (13)

With this cost function, the optimal solution for the constant
matrix � is given by the following theorem.

Theorem 1: The necessary and sufficient condition for mini-
mizing

p
given by (13) is

� �
���� ��� � � �� d ��� t � �� �� d ���C� V � real-valued

� �� d � �� �� d � V � complex-valued

(14)

where ��� ��� stands for the real part of � .
Proof: The proof is similar to the procedure of obtaining the

matrix C, details are omitted here for brevity.
Before concluding this section, we have the following re-

marks.
Remark 1: When the channel fading of each branch is

Rayleigh fading and the noise is white Gaussian noise, the real
part of the complex-valued matrix � is almost identical to the
real-valued matrix � , and the imaginary part of the complex-
valued matrix � is negligible compared to its real part.

Remark 2: After having estimated the time-varying and
frequency- selective channel fading matrix

`a
, the transmitted

symbol sequence 
 ����� can be detected by means of known
equalization algorithms such as maximum-likelihood sequence
estimation (MLSE) [1], delayed decision feedback sequence es-
timation (DDFSE) [8], or reduced state sequence estimation
(RSSE) [9].

IV. SIMULATION RESULTS

In this section, we are going to show by simulations the ac-
curacy of our new channel estimation algorithm for both time-
varying frequency-selective fading channels and time-varying
flat fading channels.

The up-link of 8-PSK IS-136+ radio system [5] is used as
an example in the simulations. The frequency-selective fad-
ing channel is modeled as a uncorrelated equal power two ray
Rayleigh fading channel [10] [11] with the time spacing of � �
between the main and the second rays. � �&�}+ +$�>+ + + slots are
used in the off-line training process. These � slots consist of a
spread of SNR values between 15 and 25 dB inclusive, and the
Doppler frequencies of 10, 80 and 180 Hz inclusive.

The normalized mean square error of the estimation is defined
as �

� � � �� � ��s���� � � a � `a � � a � `a ��� �����s���� � aya � ��� � (15)

where � is the number of symbols in one slot,
`a

is the es-
timated CIR matrix, and

a
is the original CIR matrix of the

frequency-selective fading channel. The normalized MSE

�
� � at

different values of �! �Q � A are shown in Figure 3. From the fig-
ure we can see that

�
� � decreases rapidly with the increase of�! VQ � A . When �! �Q � A � ��"$#�% ,

�
� � is in the order of ��+ <'& ,

which means that our channel estimation algorithm has a high
accuracy.
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Fig. 3. The normalized MSE vs. (*)�+�,.- (max /1032 ;�465 ) Hz

The waveform of the estimated and original CIR’s amplitude
and phase within one slot duration are shown in Figure 4. As
can be seen from the fugures, the estimated CIR has very good
agreement with that of the actual fading channel in terms of both
amplitude and phase, and the result is consistent with the low
normalized MSE in Figure 3.

The estimated CIRs are used for channel compensation in flat
fading channel and used for channel equalization for frequency-
selective fading channel. The BER performances of the com-
pensator and the MLSE equalizer with the estimated CIRs are
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Fig. 4. Estimated and original CIR of one slot(SNR = 20dB, max / 0 = 180
Hz). Solid lines stand for the estimated amplitude, and the dash and dot lines
stand for the actual amplitude.

shown in Figure 5 and 6, respectively. The figures indicate that
the actual estimation BER performance of the compensator is
within 1 dB apart from the perfect estimation situation at typical
SNR range in flat fading channel, and the estimation BER per-
formance of the equalizer in frequency-selective fading channel
is about 2 dB worse than that of the ideal estimation case. An in-
teresting result is that the receiver gives better BER performance
when the channel is frequency-selective, because it is unlikely
that both of the two paths will deeply fade together.
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V. CONCLUSIONS

In this paper, an accurate and computationally efficient
channel impulse response estimation algorithm with unequally
spaced pilot symbols is proposed, and a least square off-line
training method is introduced to optimize the estimation accu-
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Fig. 6. BER performance of the equalizer

racy as well as to reduce the real time computational load. Sim-
ulation results show that the channel estimation algorithm is ac-
curate in terms of both mean square error and bit error rate. The
normalized MSE of the estimation is in the order of �}+ <'& at typi-
cal SNRs, and the BER performance of the estimation algorithm
is close to the results of perfect estimation.
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