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ABSTRACT

In this paper, we use an alternative approach to derive the mini-
mum mean-square error decision feedback equalizer. This deriva-
tion yields insight which allows the equalizer to be designed so
that its SINR performance is relatively insensitive to variations in
the decision delay (also known as the cursor). The design, while
generally applicable to the DFE, is illustrated using 8-level ves-
tigial sideband modulation as used in the ATSC digital television
standard. We simulate several channels and show that the SINR
varies little across a relatively wide band of decision delays.

1. INTRODUCTION

When a decision feedback equalizer (DFE) is used in a commu-
nication system, the decision delay, or cursor, is set relative to the
start of the training sequence once it is has been detected by the
correlator. Over time, the location of the tap energy within the
impulse response of the channel will change and the optimum de-
cision delay will also change. In [1], a detailed analysis of the
finite-length minimum mean-square error (MMSE) DFE was pre-
sented including a method for calculating the optimum decision
delay for a given channel. Rather than attempting to track this op-
timum delay with time, in this paper we investigate the variation in
the performance of the DFE as a function of the decision delay and
attempt to find a region which is relatively insensitive to the deci-
sion delay. Our derivation uses an approach similar to that used in
[2, 3] and yields insight into how to choose the decision delay so
that the equalizer performance varies little over a fairly wide band
of delays. We illustrate this result by simulating the performance
of the DFE as the decision delay varies for several channels.

2. SIGNAL MODEL

A model for the received signal is given in Fig. 1 where we have
assumed symbol rate sampling. The received signalz[k] is given
by

z[k] = I[k] � c[k] � q[k] + n[k] � q[k]; (1)

whereI[k] is the transmitted symbol sequence,c[k] is the discrete-
time channel including the effect of the transmitted pulse shape,
q[k] is matched to the transmitted pulse shape, andn[k] is com-
plex additive white Gaussian noise (AWGN) with varianceN0.
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Fig. 1. Discrete time signal model.
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Fig. 2. MMSE DFE block diagram.

The symbol sequenceI[k] is assumed to be uncorrelated with zero
mean and varianceEI = EfjI[k]j2g. Defineh[k] = c[k] � q[k]
and�[k] = n[k] � q[k] so that

z[k] = I[k] � h[k] + �[k]; (2)

where�[k] is colored Gaussian noise.
We assume that the composite channelh[k] has a finite length

and is given by the vectorh = [ h[0] : : : h[Lh] ]
T . The matched

filter q[k] is also finite length and is given by the vectorq =

[ q[�Lq] : : : q[0] : : : q[Lq ] ]
T .

3. MMSE DFE DERIVATION

A block diagram of the MMSE DFE is shown in Fig. 2. Since we
will illustrate our results using 8-level vestigial sideband modula-
tion (8-VSB) where the constellation is real, the real part of signal
is taken prior to subtracting the output of the feedback (FB) sec-
tion. If the real part is taken before the feedforward (FF) section,
the equalizer is entirely real; if taken after the FF section, the FF
filter taps are complex-valued. The equalizer derivation assumes
a complex FF filter, but it is easily modified for the real case. In
addition, it is straightforward to generalize to the case of a fully
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complex equalizer (complex-valued FF and FB taps), which is ap-
propriate for a constellation of complex symbols.

The DFE will be derived in three steps. In the first step, we
derive an expression forz[k] (the contents of the FF filter delay
line) in terms of the desired symbol, past symbols, and future sym-
bols. Second, we subtract the contribution toz[k] from past sym-
bols. Finally, we derive the linear MMSE estimate of the desired
symbol from the remaining portion ofz[k]. Although the deriva-
tion does not explicitly assume the structure given in Fig. 2, the
structure will follow as an implementation of the resulting expres-
sions. Throughout the derivation, we adopt the convention that a
subscriptR identifies the real part of a quantity and a subscriptI
identifies the imaginary part.

We assume that the FF filtergF [k] hasNFF + 1 taps. The
FF filter then acts onNFF + 1 consecutive samples of the re-
ceived sequencez[k], which we assemble into a vectorz[k] =

[ z[k] : : : z[k �NFF ] ]
T . Then

z[k] =HI[k] + �[k]; (3)

whereI[k] = [ I[k] : : : I[k � Lh �NFF ] ]
T ,

H =

2
6664
hT 0 � � � 0
0 hT � � � 0
...

...
. ..

...
0 0 � � � hT

3
7775 ; (4)

and �[k] = [ �[k] : : : �[k �NFF ] ]
T . The dimensions of the

channel matrixH are(NFF + 1)� (NFF + Lh + 1).
The colored noise vector is given by

�[k] = Qn[k]; (5)

wheren[k] = [n[k + Lq] : : : n[k] : : : n[k � Lq �NFF ] ]
T and

Q =

2
6664
qT 0 � � � 0
0 qT � � � 0
...

...
.. .

...
0 0 � � � qT

3
7775 : (6)

The dimensions of the pulse matrixQ are(NFF + 1)� (NFF +
2Lq + 1).

We assume that we are estimating the symbolI[k�K], where
K is an integer, known as the decision delay or cursor, whose role
is simply to choose the symbol being estimated. As pointed out
in [1], the choice ofK affects the performance of the equalizer so
this is an important design choice. Examination of Eq. 3 indicates
thatK must satisfy0 � K � Lh +NFF ; otherwise, there is no
information about the desired symbol inz[k]. The vectorI[k] can
now be written as

I[k] =
�
IF [k]

T I[k �K] IP [k]
T
�T

; (7)

whereIF [k] = [ I[k] : : : I[k + 1�K] ]T contains future sym-
bols andIP [k] = [ I[k � 1�K] : : : I[k � Lh �NFF ] ]

T con-
tains past symbols, relative to the desired symbol. Let the channel
matrix be partitioned in a manner compatible withI[k]:

H =
�
HF h(rt) HP

�
: (8)

Then Eq. 3 becomes

z[k] =HFIF [k] + h
(rt)I[k �K]

+HP IP [k] + �[k] (9)

and the first step of the derivation is complete.
Using Eq. 9, the second step is straightforward. Subtracting

from z[k] the contribution from past symbols yields

z[k]�HP IP [k] =HfIf [k] + �[k]; (10)

whereIf [k] =
�
IF [k]

T I[k �K]
�T

andHf =
h
HF h

(rt)
i
.

In the final step of the derivation, we estimate the desired sym-
bol using the real part of a linear combination of the elements in
z[k] �HP IP [k]:

Î[k �K] = RefgHF (z[k]�HP IP [k])g

= g
T
FC (HfCIf [k] + �C [k]) ; (11)

wheregFC =
�
gTFR g

T
FI

�
, �C [k] =

�
�TR[k] �

T
I [k]

�
, and

HfC =

�
HfR

HfI

�
: (12)

The MMSE linear FF filter can then be found using the prin-
cipal of orthogonality which states that

E
n�

I[k �K]� Î[k �K]
�

(HfCIf [k] + �C [k])g = 0: (13)

Then �
HfCH

T
fC +

1

EI
R�C�C

�
gFC = h

(rt)
C ; (14)

whereh(rt)
C =

h
h
(rt)
R

T
h
(rt)
I

T
iT

,

R�C�C = N0PC = N0

�
PR �P I

P I PR

�
; (15)

andPR andP I are Toeplitz matrices containing, respectively,
samples of the real and imaginary parts of the time autocorrela-
tion of the matched filter.

From Eq. 11, we can now see that the DFE can be imple-
mented using the structure in Fig. 2 by noting that

wR[k] = RefgHF z[k]g: (16)

Then the FB filtergB = [ gB [1] : : : gB [NFB ] ]
T is given bygB =

RefHH
P gF g, which simplifies to

gB =H
T
PCgFC ; (17)

whereHPC =

�
HPR

HPI

�
: Due to the dimensions of the matrix

HPC , the number of FB tapsNFB is restricted to

NFB = Lh +NFF �K: (18)

It is this restriction alone which causes the this derivation of the
DFE to be less general than the finite length complex MMSE DFE
derived in [4], although they are equivalent under this restriction.
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In Eq. 11, the contribution from the desired symbol to the sym-
bol estimate isgHFCh

(rt)
C I[k �K]. So the FF filter combines the

energy available fromI[k�K] in z[k]. It is important to note that
at the same time the FF filter attempts to cancel the contribution
from IF [k] balancing against noise enhancement. In order to in-
clude all of the energy fromI[k �K] in Î[k �K], h(rt)

C should
contain the entire channel response. Therefore,NFF � Lh and
Lh � K � NFF . The channel length may vary from channel
to channel so we chooseNFF = Lh;max , the maximum channel
length, andK is nominallyLh;max . Since the initial and final por-
tion of the channel response contains the tails of the pulse shape
— at least2Lq samples at each end — and these samples generally
contain little energy,K may vary from its nominal value without
losing a significant amount of energy from the desired symbol as
long as the variation is less than�2Lq . In fact, from this per-
spective the equalizer performance should be changing gradually
for k0 + dmax � K � NFF + k0 + dmin , wherek0 is the in-
dex of the reference “zero” delay path, anddmin anddmax are
the relative delays the minimum delay path and the maximum de-
lay path. ForNFF + k0 + dmin � K � NFF + k0 + dmax

andk0 + dmin � K � k0 + dmax , the performance is likely to
drop more quickly since, in this range, the energy contributed by
the channel paths is dropping out of the symbol estimate. Outside
these regions, the only remaining contribution fromI[k � K] is
due to the pulse tails so the performance should drop quickly.

4. SIMULATION RESULTS

In all of the simulations, an 8-VSB system is simulated and the
channel is assumed to be known. The complex pulse shape at
the transmitter and receiver each have a square-root raised cosine
spectrum designed for one-half the symbol rate but shifted up in
frequency by one-fourth of the symbol rate. The excess bandwidth
is 0.115 andLq = 30. All simulations are performed at a received
SNR of 20 dB. Both complex and real equalizers are simulated.

We first simulate a simple multipath channel which completely
fills the number of taps allotted; that is,k0 + dmin = 2Lq and
k0 + dmax = Lh;max � 2Lq . Channel 1 contains paths at relative
delays of -10 (dmin ), 0, and 30 (dmax ) symbols with respective real
gains of 0.3, 1.0, and 0.5 andk0 = 70. In addition, the same chan-
nel is simulated again with randomly generated complex phases
of 127�, 55�, and�116�, respectively. The channel lengthLh is
160, soNFF = 160. The decision delayK is varied from 10 to
310 in steps of 10. The number of FB taps is given by Eq. 18.
Figure 3 contains a plot of the cumulative energy in the channel as
a fraction of the total energy. The cumulative energy is the norm
of [h[0] : : : h[k] ]T divided bykhk2. In both the real and complex
channels, most of the energy in each path is heavily concentrated
near the center of its pulse so the plot looks like a stairstep function
with transitions at the path delays (k0 + di, for relative delaydi).
With complex gains, both curves look like the plot of the complex
channel in Fig. 3. Figure 4 shows the variation in SINR as a func-
tion of decision delay for real path gains. Results for complex path
gains are shown in Fig. 5 In each case, the center marker (dot-
ted line) in the plot is placed atK = NFF , the two neighboring
markers (dotted) are placed atNFF � 2Lq , and the outer markers
(dash-dot) are placed at2Lq andNFF +Lh � 2Lq . In each case,
the SINR varies by a fraction of a dB across the inner range and
begins dropping outside this range since significant channel energy
begin to fall outside of the symbol estimate as the path delay points
drop out ofh(rt). The performance drops even more dramatically
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Fig. 3. Cumulative channel energy for Channel 1 with real gains.
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Fig. 4. SINR at the equalizer output for Channel 1 with real gains
at an input SNR of 20 dB.
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Fig. 5. SINR at the equalizer output for Channel 1 with complex
gains at an input SNR of 20 dB.
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Table 1. Brazil D and ATTC C channel characteristics
Brazil D ATTC C

Delay Gain Delay Gain
0 1.0 -19.0 0.13

5.2 0.66 0 1.0
22.3 0.76 1.6 0.10
31.2 0.87 19.0 0.10
61.5 1.02 60.3 0.32
62.2 0.74 190.3 0.20
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Fig. 6. SINR at the equalizer output for Brazil D at an input SNR
of 20 dB.

outside the outer range. The inner range provides a relatively wide
band of delays where the SINR is relatively constant.

The second pair of channels, Brazil D [5] and ATTC C [6] have
delays and gains given in Table 1. The phase of each path gain was
set to2�fcTsdi wherefc is a carrier frequency of50MHz, Ts is
the symbol period (91:9ns), anddi is the relative path delay. In
both of the cases,Lh = NFF = 575 andK is varied from 63 to
1087 in steps of 64 with additional points from 77 to 117 and from
647 to 697 in steps of 10. The results are shown in Figs. 6 and 7.
In both channels, delay zero was located in channel tapk0 = 127.
As before, the center (dotted) marker in the plot is placed atK =
NFF . Since the channel vectors have zero values at both ends, the
inner (dotted) markers are atk0+dmax andNFF +k0+dmin ; the
outer (dash-dot) markers are atk0 + dmin andNFF + k0 + dmax .
We see that the SINR is near its peak whenK = NFF and that
there is little variation in SINR over much of the inner band. In
Brazil D, there is a gradual drop in the SINR forK < NFF but
the drop does not exceed 1.7 dB untilK is within 2Lq of the edge
of the inner region. The drop is likely related to the large gains of
the paths with delays of 61.5 and 62.2 symbols, but the mechanism
is somewhat more complicated than described here because the
channel energy loss in this region is quite small. At the upper end
of the inner band, the SINR of the equalizer is nearly constant until
the edge of the band in both channels. Outside the inner band, the
performance loss, when it occurs, is more dramatic, as expected.
Even though the performance is not completely constant across the
inner range, there is still a relatively wide region of nearly constant
performance.
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Fig. 7. SINR at the equalizer output for ATTC C with complex
gains at an input SNR of 20 dB.

5. CONCLUSIONS

We have shown an alternative derivation for the MMSE DFE which
gives insight into how to choose the number of equalizer taps and
how to make the performance relatively insensitive to the decision
delay. When the number of FF taps is at least as large as the span
of the non-zero channel taps (those contributing significant energy
to the total channel energy), there is a fairly wide band of decision
delays where the SINR is relatively flat. The number of FB taps
required was found to depend on the decision delay, but can be
fixed at the same number of taps as in the FF filter whenNFF is
chosen to be the maximum span of the channel taps (Lh;max ).
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