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ABSTRACT Recently, equalizers have also been developed for doubly-se-
In this paper, we propose a time-varying (TV) finite impulse re- lective channels. Similar to the frequency-selective case, LBEs for
sponse (FIR) equalizer for doubly-selective (time- and frequency- doubly-selective channels only require a single receive antenna for
selective) channels. We use the basis expansion model (BEM) tothe ZF solution to exist. However, since a doubly-selective channel
approximate the doubly-selective channel and to design the TV ¢&n not be diagonalized, they can not be simplified and are always
FIR equalizer. This structure allows us to turn a large design prob- €0mplex to design and implement. This motivates us to look at
lem into an equivalent small design problem, containing only the LSES, more specifically FIR equalizers, for doubly-selective chan-
BEM coefficients of both the doubly-selective channel and the N€lS, which should be simpler to design and implement. Up till
TV FIR equalizer. Focus is on the minimum mean-square error NOW, only time-invariant (TIV) FIR equalizers for doubly-selective
(MMSE) solution, but the zero-forcing (ZF) solution is also dis- Cchannels have been introduced [4]. However, such a TIV FIR
cussed. Comparisons with the linear block equalizer (LBE) are €qualizer requires many receive antennas for the ZF solution to ex-
made. Through computer simulations we show that the perfor- ISt In this paper, we introduce time-varying (TV) FIR equalizers
mance of the MMSE TV FIR equalizer approaches the one of the for doubly-selective channels. We use the basis expansion model

MMSE LBE, while the design as well as the implementation com- (BEM) to approximate the doubly-selective channel and to design
plexity are much lower. the TV FIR equalizer. This structure allows us to turn a large de-

sign problem into an equivalent small design problem, containing
only the BEM coefficients of both the doubly-selective channel
and the TV FIR equalizer. A TV FIR equalizer requires at least
two receive antennas for the ZF solution to exist. However, this is
much lower than the number of receive antennas a TIV FIR equal-
izer requires.

I- Notation: We use upper (lower) bold face letters to denote ma-
trices (column vectors). Superscrigts’, and’? represent conju-
gate, transpose, and Hermitian, respectively. We denote the 1- and
2-dimensional Kronecker delta és andd,, respectively. We
denote theV x N identity matrix asy and theM x N all-zero
matrix asOxx n. Finally, diagx} denotes the diagonal matrix
)yvith x on the diagonal.

1. INTRODUCTION

The need for high data rates and high mobility in future wireless
communication systems introduces doubly-selective (time- and fre-
quency-selective) channel effects. To combat these effectal-equ
izers are needed. For frequency-selective channels, such equal
izers have been extensively studied in literature. We can distin-
guish between block equalizers and serial equalizers. Linear block
equalizers (LBEs) for frequency-selective channels only require a
single receive antenna for the zero-forcing (ZF) solution to exist
[1]. They are usually complex to design and implement. How-
ever, since a frequency-selective channel can be diagonalized b
means of the Fast Fourier Transform (FFT), the design and imple-

mentation complexity can be reduced, at the cost of a slight de- 0 (n)
crease in performance. On the other hand, linear serial equalizers
(LSEs), more specifically finite impulse response (FIR) equaliz-

ers, for frequency-selective channels require at least two eeceiv
antennas for the ZF solution to exist, but are simpler to design and 3(%)
implement [2, 3].
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quence at theth receive antenna can be written as

vy )= > hmr)stn—v)+07n), @)

Vv=—0o0

wheren(") (n) is the additive noise at theth receive antenna, and
h(’“)(n; v) is the doubly-selective (time- and frequency-selective)
channel to the'th receive antenna.

Stacking theN, received sample blocksy := [yM7.

y 7T we obtainy = HT.,s + 7, wheren is similarly de-
fined asy, andH := [HMT ... HY)T|T For simplicity, we

will assume that the data and the noise are zero-mean white, with
variancess? andoy, respectively. We now review linear block
equalization, and then investigate TV FIR equalization. We as-
sume perfect channel knowledge at the receiver. In practice, the
BEM coefficients have to be estimated. This can be done blindly

ey

In this paper, we model a doubly-selective channel using a ba- [6] or by training [7].

sis expansion model (BEM). Many BEMs exist. In this paper, we
use the BEM of [5], which is shown to accurately approximate the
well-known Jakes’ model. In this BEM (which we simply cdie

BEM from now on), a doubly-selective channel is modeled as an

FIR filter where the taps are expressed as a superposition of com

plex exponential basis functions with frequencies on an FFT grid.
Let us first make the following assumptions:

A1) The delay-spread is bounded By ;

A2) The Doppler-spread is bounded [fy,q .

Under assumptions Al) and A2), itis possible to model the doubly-

selective channel(™ (n; v) forn € {0,1,...,N — 1} as
L Q/2 _
W) =S 6,0 Y hie?man/N, @)
=0 =—Q/2

whereL and( satisfy the following conditions:

Cl) LT > Tmaz; C2) Q/(NT) > 2fmaz,

andT is the symbol period. In this expansion modekepresents

the delay-spread (expressed in multiple§'othe delay resolution

of the model), and) represents the Doppler-spread (expressed in

multiples of1/(INT), the Doppler resolution of the model).
Assuming thats(n) = 0 forn ¢ {0,1,..., M — 1}, where

M =N - L_,andL., > L,we can rewrite (1) as

L Q/2

y(r) (n) = Z Z ejQﬂqn/Nhl(;l)s(n -0+ n(r)(n).

=0 ¢g=—-Q/2

For convenience, we assume th& (n) = 0 forn ¢ {0,1,...,
N —1}.

The above input-output relation can also be written in block
form. Defining theM x 1 symbol block as := [s(0),...,s(M —
1)]7, the received sample block at then receive antenng” :=
[y (0),...,y"" (N — 1)]" can be written as

v —HOT, s+ 0", 3)

wheren ™ is similarly defined ag", T, := [Inr,0nxz.,]",
andH(™ is anN x N lower triangular matrix. Using (2JH"
can be written as

L Q/2
HY =" N nliD,z, (4)
1=0 ¢=-Q/2
whereD, := diag{[1, - - - , e??™1N=D/N1T} ‘andZ, is the N x

N lower triangular Toeplitz matrix with first columiDi;, 1,
01xn—1—1]7. Substituting (4) in (3), théV x 1 received sample
block at therth receive antenna can be written as:

L Q/2
Y7 =3 > hIDZT.s + 0. (5)
=0 ¢=-Q/2

3. LINEAR BLOCK EQUALIZATION

We apply a linear block equalizer (LBE}(") on therth receive

antenna. Hence, an estimatesa$ computed as

N, Ny Ny
s=Y G0y = <Z G(mH(m) Ts+3 GOn,
r=1 r=1 r=1

(6)
DefiningG := [GW), ..., GW")], we obtain

§ =Gy =GHT,,s + Gn.

Let us focus on the minimum mean-square error (MMSE) LBE,
which minimizes the quadratic cost functié{||s — §||*}. The
solution is well-known and given by

Guuse = (HT.,) " (HT.,(HT.,)" + 0} /o2In) "
= ((Hsz)HHsz + Uf;/U?IAf)_l(Hsz)H~

The corresponding zero-forcing (ZF) LBE is obtained by setting
op =0:

Gzr = ((HTZP)HHTZP)il(HTZP)H~

4. TV FIR EQUALIZATION

In this section, we will apply a TV FIR equalizgf™ (n; v) to the
rth receive antenna, as depicted in Figure 1. Hence, an estimate of
s(n — d) is computed as

()

whered represents the synchronization delay. Since the doubly-
selective channet(") (n; v) was modeled by the BEM, it is also
convenient to design the TV FIR equalizgf” (n; v) using the
BEM. This structure will allow us to turn a large design problem
into an equivalent small design problem, containing only the BEM
coefficients of both the doubly-selective channel and the TV FIR
equalizer.

Using the BEM, we design each TV FIR equalizé? (n; v)
to haveL’+1 taps, where the time-variation of each tap is modeled
by Q' 4 1 complex exponential basis functions with frequencies
on the same FFT grid as the FFT grid for the channel:

Q'/2
. ’
2 : gé’:‘?llej2ﬂq n/N.
¢'=-Q’/2

L/
9" i) = 36,

'=0

(8)
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Instead of continuing to work on the sample level, it's easier of the doubly-selective channel for thth receive antenna and the

to switch to the block level at this point. On the block level, (7)
corresponds to estimatingas in (6) but withG(") constrained to

L Q'/2
GV =R,> Y ¢D,Z, 9)
1'=0 q’=—Q’/2

whereR..;, := [Orrxd, I, Orrx(z,,—ay] Itis clear that this re-
quires0 < d < L.,. Inthe simulation results, we will always take
L., = max{L,d}. An estimate ok is now obtained as

Ny Q' /2 L
SR, |3 YD
r=1 \¢’'=—Q’/21'=0

Q/2 L
<3 MO T
q=—Q/21=0

N, Q'/2 L'

+Ry Y. Y. > gDy Zim™.

r=1¢'=—Q'/21'=0

(10

Definingp := g+¢’, k := [ +1’, and using the proper®; D, =
e~327'/ND 7, (10) can be rewritten as

(@+Q")/2  L4L’

Z Z Sp.kDpZiT2ps

p=—(Q+Q")/2 k=0

§=R.,

N, Q'/2 L
R D D D g DyZin™, (1)
r=1q¢'=-Q’'/21'=0
where
N. Q'/2 L' ) .
ham 3 30 ST
r=1¢/=—Q’/21'=0
(12)
Next, we rewrite (11) as
~ Nr ~
§ = (fT @ In)As + Z(ng ® IM)Bn(T)
r=1
= (" @Iu)As+ (g" ®Iu)(In, ® By, (13)

where we havé := [f_g/2-q//2,0,-- s f-Q/2-Q’/2,L4+L"+ - - -5

fQ/2+Q//2,L+L’]T, g(’r) = [ng,/2,0,...7ng//27L/,...,
gg,)/Q 7 andg = g7, ..., g™)T]T. Defining the ma-
tricesA andB as

D_q/2-q/2Z0 D_q/2Zo

A= |D_gp-qpZiyr|, B:= |D_q 2|,

Dg/2+qr2Zryr D22y

the matricesA andB in (13) areA := (Iigso/+ 1)L+ 41) ®
R.,)AT., andB := (Iig'11)+1) @ Rsp)B, respectively.
Note that the term irf,, ,, corresponding to theth receive antenna
is related to a 2-dimensional convolution of the BEM coefficients

BEM coefficients of the TV FIR equalizer for theh receive an-
tenna. This allows us to derive a linear relationship betwfeand
g. We first define thé L’ + 1) x (L’ + L + 1) Toeplitz matrix

( (r)
[ S N 0

T g1 (b)) =

(

q,l .
0 hy'd hy

We then introduce the notatigi!” := Qqu,Lurl(hgz)), where
Q, = diag{[1,e 927/N . e=92mL'/N]T} and define the
(Q +1)(L' +1) x (Q+Q +1)(L+ L+ 1) block Toeplitz

matrix

(r) (r)
H o Ha)e 0
Toor (M) = 3
(r) (r)
0 H g/ Ha)e
Introducing the notation§{” := 7, o1 (H”) andH =
[HOT . HNDT)T we can then derive from (12) that
ff=g"H. (14)

Let us focus on the MMSE TV FIR equalizer, which mini-
mizes the quadratic cost functid{||s — §|*}. Using (13) and
(14), the MSE can be written as:

E{lls — 81"} = oltr{(g" M @ Ia) AA" (H"g" @ Tar)}
+oatr{(g” ®In)(In, @ BBY)(g" ®1n)}
— 202 R{tr{(g" H ® Tm)A}} +02M.  (15)
Introducing the properties
tr{(x” @ In)X} = x" red{X},
tr{(x” @ Iy)X(x* @ In)} = x" red{ X }x*,

where red-} splits the matrix up inta\/ x M submatrices and

replaces each submatrix by its trace, the MSE can be rewritten as:

E{lls — 8|’} = o2g" Hred{AAT yH g
+0,8" (I, ® red{ BB })g*

—202R{g" Hred{A}} + 0ZM,  (16)

where we have used the fact that f&g, ® BB} = Iy, ®
red(BB"'}. Definingr, := red{A}, R := red{AA"}, and
Rp := red{ BB}, and solving&{||s — §||*}/dg = 0, we then
obtain

o

2
gimse =Ta HT (HRaH + “2(In, ®Rp)) "
= el (H"(In, @ Rp) "H + 02 /o?R;")
X HH(INT by RB)_17

where we have used the fact thdfR ;! = eJ, witheq a (Q +
Q' +1)(L+ L' +1) x 1 unit vector with the 1 in positiod(Q +
Q' +1)+(Q+Q")/2+1. The corresponding ZF TV FIR equalizer
is obtained by setting,, = 0 (see also [8]):
gzr = ei(H"(In, @ Rp)'"H) ™
1

x H"(Iy, ®Rp) ",
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When M > L.,, i.e., when edge effects can be ignored, it is
not too difficult to show thaR4 ~ MI(gtq/+1)(L+L/+1) @and

Rp ~ MI(g/11)(L/+1), Which simplifies the expressions. These
simplified but approximate expressions become exact expressions
when a cyclic prefix (CP) is used to handle the edge effects (such as
in CP-Only or OFDM [1]). Note thatin OFDM one can even inter-
change the TV FIR equalizer with the FFT, and apply the equalizer
in the frequency-domain instead of in the time-domain.

5. COMPARISON

Existence: The existence of a ZF LBE requires tHALT .,, is of

full column rank, which happens with probability one (for i.i.d.
BEM coefficients), regardless df,.. On the other hand, the ex-
istence of a ZF TV FIR requires th&{ is of full column rank,
which happens with probability one (for i.i.d. BEM coefficients),
if N.(Q' +1)(L'+1) > (Q+Q'+1)(L+L’'+1), which implies
that N,. > 2. For more detailed identifiability results, we refer the
interested reader to [9].

Complexity: The design of a TV FIR equalizer requiré¥ (Q +
Q'+1)*(L+L'+1)%} flops, instead of th&©{ M} flops needed

to design an LBE. Hence, provided tH@& + Q" + 1)(L + L' +

1) < M (which usually is the case), a TV FIR equalizer has a
lower design complexity than an LBE. The implementation of a
TV FIR equalizer require®{ N, (L’ + 1)} flops, instead of the
O{N,N} flops needed to implement an LBE. Hence, provided
that L’ + 1 < N (which always is the case), a TV FIR equalizer
has a lower implementation complexity than an LBE.

6. SSIMULATIONS

In the simulations, we consider a system with = 1 andN,. = 2
receive antennas. Further, we considér= 800, T = 25us,
Tmaz = T30S, fmaz = 100HZ, L = [Tmaz/T] = 3, Q =

2[ fmaa NT| = 4. The channel taps are simulated as i.i.d., corre-
lated in time with a correlation function according to Jakes’ model
ran(T) = Jo(2wfq7). The doubly-selective channel is approx-
imated using the BEM. The resulting BEM coefficients are used
to determine the equalizer (serial or block). We use both Jakes’

model and the approximated BEM to simulate propagation. In [4]

all simulations, QPSK signaling is used and the processing de-
lay is chosen to be = L“TL/J + 1. The performance is mea-
sured in terms of BER vs. SNR. We compare the performance of
the MMSE TV FIR equalizer with the performance of the MMSE
LBE for both Jakes’ model and the BEM. FoF,. = 1, we take

Q' = L' = 20, whereas foiV,. = 2, we takeQ’ = L' = 12. The

results are shown in Figure 2. We see that the performance of the 6]

MMSE TV FIR equalizer approaches the one of the MMSE LBE,
for both Jakes’ model and the BEM, while the design as well as
the implementation complexity are much lower.

T T
— MMSE TV FIR, BEM
=% MMSE TV FIR, Jakes
- - MMSE LBE, BEM
—x- MMSE LBE, Jakes
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T T
— MMSE TV FIR, BEM
—% MMSE TV FIR, Jakes
- - MMSE LBE, BEM
—x- MMSE LBE, Jakes

;
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Fig. 2. BER vs. SNR forV,. = 1 (top) andN,. = 2 (bottom).
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