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ABSTRACT

We estimate DS-CDMA channel described by Rayleigh fad-
ing using a Kalman filter. A Kalman filter is proposed for
the time varying channel estimation. The proposed scheme
is constructed without bit estimation, that is, neither train-
ing sequence nor estimated bit symbol is used for channel
estimation. We verify the performance of the channel esti-
mation scheme with simulation results.

1. INTRODUCTION

Multiuser detectors for direct-sequence (DS) code-division-
multiple-access (CDMA) communications have been stud-
ied over the past years. Most of the proposed multiuser de-
tection schemes were focused on suppressing of multiple-
access interference (MAI) from other users. Among the
multiuser detectors, the minimum mean squared error (MM-
SE) detector offers the advantage of the implementation in-
cluding adaptive and blind detection schemes.

To apply the MMSE criterion into the CDMA systems
over the multipath channels, we must estimate the channel
parameters. Many methods based on second order statistics
[1] and constrained optimization approaches [2] have been
proposed. These methods have used second order informa-
tion of the received signal and proved reliable performance.
The correlation matching technique has been applied to the
CDMA channel estimation problem [3], as well. The decor-
relating RAKE receiver proposed in [4] estimates the chan-
nel parameter after suppressing interference in the each de-
lay finger.

In the time varying channel such as Rayleigh fading
channel, it is hard to estimate the autocorrelation matrix of
the received signal for adaptive receivers. The previously
proposed channel estimation methods are difficult to ap-
ply the time varying channel. In this paper, we propose
an estimation scheme of Rayleigh fading channels using
the Kalman filter which needs no estimated bit symbol so
that the method is independent of the bit detection scheme.
Therefore, we can say that the channel estimation is inde-

pendent of the bit estimation algorithm. The constant min-
imum variance method (CMVM) is used to suppress inter-
ference.

2. PROBLEM FORMULATION

Assume K-user asynchronous DS-CDMA systems using
binary phase shift keying (BPSK) modulation where each
user has J resolvable paths. The kth user’s bit symbol,
bk(m) to be transmitted at themth time is spread by a spread-
ing waveform, sk(t) uniquely assigned to the specific user
as following

xk(t) =
∑

m

bk(m)sk(t−mTs) (1)

where Ts is the bit duration. The spreading waveform sk(t)
is given by

sk(t) =

N
∑

n=1

ck(n)p(t− nTc) (2)

where Tc = Ts/N is the chip duration, ck(n) is the spread-
ing sequence of the kth user, p(t) is the chip waveform and
N is the processing gain.

xk(t) is transmitted through the multipath of which each
channel has different delay and path gain. If the maximum
delay is D, then we can set the multipath channel as a vector
hhhk(m) of order q = D + 1. Now, we define the effective
spreading code of user one as

c̄cck(m) = CCCkhhhk(m) (3)

where CCCk is (N +D)×D matrix as
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From the above deduction, the received baseband signal
is

rrr(m) = [r(0) r(1) · · · r(N +D − 1)]T

=

K
∑

k=1

CCCkhhhk(m)bk(m) + uuu(m)

=

K
∑

k=1

c̄cck(m)bk(m) + uuu(m)

(5)

where uuu includes the multiple access interference (MAI)
signals and inter-symbol interference (ISI) signals and we
stack N +D samples considering the maximum delay.

As it can be seen in (3), the multipath channel is time
varying. In this paper, the first-order Gauss-Markov model
[6] is used to describe the fading channel and given by

hhhk(m+ 1) = ahhhk(m) + ννν(m). (6)

where a = exp(−2πfdTs) and ννν is a zero-mean white
Gaussian variable with variance σ2

ν .
The autocorrelation matrix of the received signal can be

RRRr(m) ≡ E{rrr(m)rrrT (m)}

=

K
∑

k=1

CCCkhhhk(m)hhhTk (m)CCCk +RRRi(m)
(7)

where RRRi(m) is the autocorrelation matrix of the interfer-
ence signals, E{uuu(m)uuuT (m)}, and assumed to be station-
ary.

Without loss of generality, we consider the signal from
the first user as the desired signal and the signals from all
other users as interfering signals throughout the paper.

3. CHANNEL ESTIMATION WITHOUT BIT
ESTIMATION

In general, the time-varying channel estimation requires the
training bit sequences or the estimated bits. However, if the
reliable bit estimation is not guaranteed, the Kalman filter
would estimate wrong channel parameters. We propose a
channel estimation scheme only using a Kalman filter with-
out the bit estimation. Therefore, the proposed channel esti-
mation scheme is independent of bit estimation. The block
diagram is represented in Fig. 1.
In the front end of Fig. 1, CMVM filter is used to suppress
interference existing in the received baseband signals.

The new state vector at the time m is defined not to
use the estimated bit symbol using vector operation [5] as
following:

ddd1(m) = vec(hhh1(m)hhhT
1 (m)). (8)
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Fig. 1. System block diagram of channel estimation using
Kalman filter without bit estimation.

Therefore, the processing equation and measurement equa-
tion must be redefined with the new state vector. The new
processing equation matrix is obtained by (6) as

ddd1(m+ 1) = vec
(

hhh1(m + 1)hhhT
1 (m + 1)

)

(9)

= a2ddd1(m) + ννν2(m) (10)

where ννν2(m) = avec(hhh1(m)νννT(m)+ννν(m)hhhT
1

)+vec(ννν(m)νννT(m)).
DefineRRRp as the correlation matrix of ννν2(m) and express

RRRp(m) = E
{

ννν2(m)νννT2 (m)
}

. (11)

To complete the Kalman filter we must find out theRRRp(m).
The inside equation in the expectation (11) can be written
as

ννν2(m)νννT2 (m) =

a2vec
(

hhh1(m)νννT(m)
) {

vec
(

hhh1(m)νννT(m)
)}T

+a2vec
(

ννν(m)hhhT
1 (m)

) {

vec
(

ννν(m)hhhT
1 (m)

)}T

+vec
(

ννν(m)νννT(m)
) {

vec
(

ννν(m)νννT(m)
)}T

+a2vec
(

hhh1(m)νννT(m)
) {

vec
(

ννν(m)hhhT
1 (m)

)}T

+avec
(

hhh1(m)νννT(m)
) {

vec
(

ννν(m)νννT(m)
)}T

+a2vec
(

ννν(m)hhhT
1 (m)

) {

vec
(

hhh1(m)νννT(m)
)}T

+avec
(

ννν(m)hhhT
1 (m)

) {

vec
(

ννν(m)νννT(m)
)}T

+avec
(

ννν(m)νννT(m)
) {

vec
(

hhh1(m)νννT(m)
)}T

+avec
(

ννν(m)νννT(m)
) {

vec
(

ννν(m)hhhT
1 (m)

)}T
. (12)

The expectation of each term in the right side of (12) is
solved separatively.

E
{

a2vec
(

hhh1(m)νννT(m))
{

vec
(

hhh1(m)νννT(m)
)

}T
}

= a2σ2
νIIIJ ⊗ (hhh1(m)hhhT1 (m)) (13)

E
{

a2vec
(

ννν(m)hhhT
1 (m)

) {

vec
(

ννν(m)hhhT
1 (m)

)}T
}

= a2σ2
ν(hhh1(m)hhhT1 (m))⊗ IIIJ (14)
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E
{

vec
(

ννν(m)νννT(m)
)

{vec
(

ννν(m)νννT(m)
)

}T
}

= σ4
νIIIJ×J (15)

E
{

a2vec
(

hhh1(m)νννT(m)
)

{vec
(

ννν(m)hhhT
1 (m)

)

}T
}

= a2σ2
νhhh

T
1 (m)⊗ (IIIJ ⊗ hhh1(m)) (16)

E
{

avec
(

hhh1(m)νννT(m)
)

{vec
(

ννν(m)νννT(m)
)

}T
}

= 000J×J (17)

E
{

a2vec
(

ννν(m)hhhT
1 (m)

)

{vec
(

hhh1(m)νννT(m)
)

}T
}

= a2σ2
νhhh1(m)⊗ (IIIJ ⊗ hhhT1 (m)) (18)

E
{

avec
(

ννν(m)hhhT
1 (m)

)

{vec
(

ννν(m)νννT(m)
)

}T
}

= 000J×J (19)

E
{

avec
(

ννν(m)νννT(m)
)

{vec
(

ννν(m)νννT(m)
)

}T
}

= 000J×J (20)

E
{

avec
(

ννν(m)νννT(m)
)

{vec
(

ννν(m)hhhT
1 (m)

)

}T
}

= 000J×J . (21)

The measurement vector yyy(m) is defined as

yyy(m) = vec
{

(WWWT(m)rrr(m))(WWWT(m)rrr(m))T
}

(22)

whereWWW (m) is the decorrelating filter to suppress interfer-
ence as follows

WWW (m) = min
WWW (m)

E
{

(

WWWT (m)rrr(m)
)T (

WWWT (m)rrr(m)
)

}

subject to CCCT
1WWW (m) = IIIN+D

= RRR−1
r (m)CCC1

(

CCCT
1RRR

−1
r (m)CCC1

)−1
. (23)

where IIIN+D is the (N +D)× (N +D) identity matrix and
the autocorrelation matrix must be obtained.

Since the autocorrelation matrix of the received signal
(7) is time varying, the estimated autocorrelation matrix
R̂RRr(m) can not be obtained by time averaging method. There-
fore, the autocorrelation matrix is estimated using the esti-
mated channel parameters of interested user and the auto-
correlation matrix of the interference signal, by

R̂RRr(m) ≡ E{rrr(m)rrrT (m)}

= CCC1ĥhh1(m)ĥhh
T

1 (m)CCC1 + R̂RRin(m)
(24)

where R̂RRin(m) is the estimated autocorrelation matrix of in-
terference signals including MAI and ISI and estimated by
time averaging as

R̂RRin(m) = m−1
m

R̂RRin(m− 1)

+ 1
m

{

rrr(m)rrrT (m)−CCC1ĥhh1(m)ĥhh
T

1 (m)CCC1

}

,

(25)

because it is assumed that the interference signals are sta-
tionary. ĥhh1(m) can be found from kalman filter.

Assuming that the decorrelating filter suppress interfer-
ence signals sufficiently, the measurement equation is con-
structed using the output of the CMVM filter as following:

yyy(m) =

vec
{ (

WWWT(m)CCC1hhh1(m)b1(m) +WWWT(m)vvv(m)
)

·
(

WWWT (m)CCC1hhh1(m)b1(m) +WWWT (m)vvv(m)
)T }

≡ QQQ1(m)ddd1(m) + vvvw(m) (26)

where

QQQ1(m) =
(

WWWT (m)CCC1

)

⊗
(

WWWT (m)CCC1

)

(27)

vvvw(m) =

b1(m)
(

WWWT (m)⊗WWWT (m)
)

vec (CCC1hhh1(m)vvv(m))

+b1(m)
(

WWWT (m)⊗WWWT (m)
)

vec
(

vvv(m)hhhT
1 (m)CCCT

1

)

+
(

WWWT (m)⊗WWWT (m)
)

vec
(

vvv(m)vvvT(m)
)

(28)

and we employed the following property [5] (AAA, BBB and CCC
are matrices)

vec(ABCABCABC) = (CCCT ⊗AAA)vec(BBB). (29)

where ⊗ is the Kronecker product [5]. The correlation ma-
trix of the measurement noise vector vvvw(m) is defined as
RRRm(m):

E
{

vvvw(m)vvvTw(m)
}

=

WWW 2(m)E
{

vec
(

vvv(m)vvvT(m)vec(vvv(m)vvv(m)
)}

WWWT
2 (m)

(30)

=WWW 2(m)WWWT
2 (m)σ4

nIII(N+D)×(N+D) (31)

From (10) and (26), the Kalman filter can be constructed
without the estimated bit symbol as followings:

• Kalman gain computation

ΓΓΓ(m) = a2ΛΛΛ(m,m− 1)QQQT
1 (m)

·[QQQ1ΛΛΛ(m,m− 1)QQQT
1 (m) +RRRm(m)]−1(32)

• One-step prediction

ααα(m) = yyy(m)−QQQ1(m)d̂dd1(m) (33)

d̂dd1(m+ 1) = a2d̂dd1(m) +ΓΓΓ(m)ααα(m) (34)

• Riccati equation solving

KKK(m) = ΛΛΛ(m,m− 1)−

a2ΓΓΓ(m)QQQ1(m)ΛΛΛ(m,m− 1) (35)

ΛΛΛ(m+ 1,m) = a4KKK(m) +RRRp(m) (36)
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where ΓΓΓ(m) in Kalman gain at time m, ααα(m) is the inno-
vations vector at time m, ΛΛΛ(m) is the correlation matrix of
the error in d̂dd1(m+ 1), and KKK(m) is the correlation matrix
of the error in d̂dd1(m). Finally, we can obtain the channel
parameter ĥhh1(m) from the estimated d̂dd1(m)

In the next section, the performance of the two Kalman
filters is verified.

4. SIMULATION RESUTLS

The proposed channel estimation algorithm is evaluated by
numerical examples. The input SNR is defined to be
E{|b1(m)|2/σ2

n} dB and the near-far-ratio (NFR) is the ra-
tio of the signal power to the MAI power before despread-
ing. The path gains are assumed to be independent, identi-
cally distributed unit variance Gaussian random variables,
the path delays are assumed to be uniform over [0, 3Tc],
then the number of resolvable paths is J = 4 for all users
(q = 4).

All simulations involved 5 CDMA signals spread by the
randomly generated spreading codes of length N = 20 and
BPSK modulation schemes are used. The number of fingers
is L = 4 and the input SNR is 10 dB, that is, high SNR. A
total 50 Monte-Carlo runs are executed to obtain the result-
ing statistics. The Rayleigh fading parameters are set to be
−2πfdTs = 0.004.

For the comparison purpose, the Decorrelating RAKE
receiver [4] without Kalman filter and Kalman Filter with
bit estimation using the CMVM are simulated simultane-
ously. The performance measure is the mean-squared error
of the channel estimation as

E{||hhh1(m)− ĥhh1(m)||2} (37)

100 200 300 400 500

0.01

0.1

M
S

E

time

 without Kalman
 Kalman with DF
 Kalman without DF

Fig. 2. MSEs of the channel estimation schemes when the
number of user K = 5.

In Fig. 2, ‘without Kalman’ represents the decorrelat-
ing RAKE receiver without Kalman ¤ter, ‘Kalman with DF’

represents the channel estimation scheme using a Kalman
filter with bit estimation (Decision feedback) and ‘Kalman
without DF’ represents the proposed channel estimation scheme
using a Kalman filter without estimated bits. The MSE of
the scheme without decision feedback is better than that of
the scheme with decision feedback since it is independent
of the estimated bit symbol.

Above results show that the Kalman filter without deci-
sion feedback can track the time varying channel, efficiently.
The proposed method has the advantage of the indepen-
dence of the estimated bit symbols. Therefore, the bit error
do not effect on the performance of the channel estimation.

5. CONCLUSIONS AND FURTHER WORKS

In this paper, the channel estimation scheme has been pro-
posed for time varying channel. The Rayleigh fading model
is applied and the solution to estimate the channel is sug-
gested. We focused on estimation of the channel without
training sequence or estimated bit symbols. This advantage
makes the channel estimation be independent to the bit es-
timation. To improve the performance of the channel esti-
mation must be studied as further works. In addition, non-
stationary interference signal must be considered.
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