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ABSTRACT ments are dropped in the layered space-time MIMO-DFE
systems presented in [12], where MIMO-DFE-BLAST re-
ceive pocessing is achieved, as we have successive inter-
ference cancellation and user detection. Nevertheless, the
design of these systems is not based on a total optimal
temporal equalization and in some cases an unneeded en-
hanced system complexity is involved. In this paper, we
present linear and DFE equalization techniques for MIMO
frequency selective channels and their supplement with V-
BLAST. Throughout this work, we have derived explicit
formulas for temporal optimization and have designed sys-
tems that are not more complex than the MIMO-DFE sys-
tem.

1. INTRODUCTION This paper is organized as follows. In Section 2, the

system model is described. In Section 3, we present dif-

Considering the uplink of a mobile communication system, ferent space-time receive processing techniques. The per-
receive processing is performed at thgse statior(BS) in formance of the various receiver structures is evaluated in

order to remove the distortions caused by the channel andsection 4 and the paper is concluded by Section 5.
the noise. When regarding MIMO systems with frequency

selective channels we have to take into consideration the
effects ofintersymbol interferenc@Sl) andco-channel in-

terference(CCI) when designing the receiver structure. We consider a discrete-time baseband channel model with

T_he essen_tlal advantagewhen con5|d_er|ng a MIMO Sy_s_symbol-spaced channel taps. The channel coefficients are
tem Is Fhat h_|gher c_apamty can he achieved in comparn- .qnsidered to be complex and Gaussian distributed. We
son tosingle input single outpuSISO) systems [1]. The assume perfect carrier recovery, downconversion, channel

problem that arses 1S to achieve also a loierror rate stationarity between two bursts and channel estimation at
(BER). To achieve this goal a number of layered space- the BS [13]

time (BLAST) architectures have been introduced (e. g.

[2], [3]).- A member of the BLAST family that has a rela-

tive simple structure is theertical-BLAST(V-BLAST) in-

troduced in [3]-[5]. This architecture is based on a succes-

sive interference cancellation [6] and user detection, taking L—1

advantage of the rich multipath propagation. Although it Hin] = Z Hd[n—i], H;eCM*N,

has been shown in [7] that there is a different behaviour of i=0

various BLAST techniques we focus our attention on the T

V-BLAST algorithm in this paper. If we defines[n] = [ si[n], s2[n],... ,sn[n] | tobethe
Most V-BLAST algorithm contributions are restricted Sent vector, whergs)™ denotes transposition, the received

to flat fading communication channels, in this way only the vectorz[n] can be expressed as

CCl is taken under consideration. Many solutions referring I

to frequency selective channels are related to the princi- 1 . Mx1

ple of MIMO-DFE. The works presented in [8]-[11] derive 2[n] = Z Hisln =il +nln), € CT7,

minimum mean square errgMMSE) MIMO-DFEs, with

noncausal filters of infinite length and in some cases equalwith n[n] containing the noise samples. Furthermore, we

number of transmit and receive antennas. These requireassume white noise and signal samples that are uncorre-

In this article, we present different space-time receive pro-
cessing techniques for frequency selectweltiple input
multiple output(MIMO) channels and evaluate their per-
formance. We present the solutions for linearo-forcing
(ZF) andWiener filter(WF) equalization with latency time
optimization and incorporate thBell Laboratories Lay-
ered Space TImELAST) architecture to gain diversity.
Furthermore, we present systems basediecision feed-
back equalizatiofDFE). We also combine this equaliza-
tion method with the BLAST principle.

2. SYSTEM MODEL

Assuming that we have a channel withpaths, a sys-
tem with NV data streams, and a BS witl antennas the
channel impulse response will have the form:

=0
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x[n] y[n) 3[n] where(e)™ denotes the Moore-Penrose pseudoinverse of a

. . matri>§. The optimization of.the Iatgncy timeis done _by
— Gln] |—— Q(e) — > substituting the above solution 6 into the cost function
of Eqn. (1):
Fig. 1. Linear Receive Processing Vzp = argmin tr (EEH(HHH)‘lEUH) )]

2.) Alternatively, we can achieve MMSE equalization

lated to each other, resulting in the covariance matrices by minimizing the error expression

E[s[n]s"[n]] = 021n, E[nhn"[n]] =oi1u, B )
and E[S[”]WH[”H = Onxnr, W= E[Hs[n —v- y[n]||2} (4)

9 9 . . which results in the Wiener-Hopf equation and has the so-
whereo; ando; are the average signal and noise power

: " lution
respectively.
—1
Gur = BT, 1 (EHHY 4 711 5
3. SPACE-TIME RECEIVE PROCESSING WF = &p41 + U_E MF )
3.1. Linear Receive Signal Processing The latency timev can be again optimized by substitut-

The system utilized for linear receive processing consists!N9 the above solution fo& into the error expression in
of afinite-impulse-respons&IR) filter G[n] followed by ~ EdN- (4) and minimize with respect to

a quantizer that detects the filtered veajfs] (cf. Fig. 1).

Assuming that the FIR filter hag taps its impulse re- 3.2. Linear Receive Signal Processing Combined with

sponse will be V-BLAST
F—1 The system combining linear processing with V-BLAST
Gn]= )Y Gjdjn—j], GjeCN*M has a structure similar to the one depicted in Fig. 1. In
j=0 this case, though, the quantizer is replaced by a V-BLAST

based detection mechanism [4], achieving successive user

Thus, the vectog[n| can be calculated as detection. First, we choose the latency timg¢ accord-

— GHs Gr ing to Eqgn. (3). Then, we design the linear ZF fil@fn]
yln] sinl + Gl stepwise like in [4]: 1) Computé&r as in Eqgn. (2). 2) Use
where only the row with minimum norm to maximize the SNR.
T 3) Set the entries il according to the chosen row to zero
8] =[ s"n),sTn—1],....s"n-L-F+2] ], and start with 1) again until the whole filt€¥[n] has been
— T 1 .
filn] = [ 0T, nTn—1],...,n% [0 — F + 1] ] 7 determined. Thus, the ordered transfer functiohl will

have the form
G= [ Gy, Gy,... ,Gp_1 ] G(CNX]MF’

' _ . GH = [ Onxun, L,ONx (L4 F-v-2)N |,
andH e CMFxN(L+F-1) 5 g block Toeplitz matrix.

1.) In order to achieve ZF equalization we have to solve Where L is a lower triangular matrix with unit diagonal

the following optimization problem (e. g. [6]): elements. Hence, by using the principle of the V-BLAST
algorithm we can achieve successive user detection based
Gz = argmin tr (GRWGH) on the structure of the matrik. We can again design our
¢ system according to the ZF as well as the MMSE criterion
s.t:GH = B, (1) following the derivations of Section 3.1 and [4].

with tr () and ()™ denoting the trace and the Hermitian

transpose of a matrix, respectively, = U?,lMF and 3.3. Linear Receive Signal Processing Combined with

DFE

EE+1 = [ ONxuNs IN, ONx (L4 F-v—2)N ] ) The receive processing system based on the DFE principle
[14] has the structure depicted in Fig. 2. Assuming #Hat

is the matrix consisting of the fir${ (v 4 1) columns ofH

and that

where the identity matriX ; is placed at thév + 1)-th
block position, leading to a latency timein the decision
for the transmitted vectas[n] and to a cancellation of the
mterf_erence _from the post- and precursorsspf]. The DEH = [ Onwun,1n | € {0, 1} VXN D)
solution to this problem is
we can determine the feedforward fil@tn| according to
_ T H —1lggH _ T + . . L. .
Gzr=E, (H'H)  H =E, H", () the ZF criterion by solving the optimization of Eqgn. (1)
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Fig. 2. DFE Receive Processing %
5107
but with the reduced constraint th&tH; = D . This
problemwill have the solutioG'ze.ore = D, H, anal-
ogous to Eqgn. (2). By substituting this solution into the
minimization expression of Eqn. (1) and solving with re- 15 ‘ ‘

spect tov we can determine the optimal decision delay. 0 2 4 2NR (dB)
In this case, the transfer functic® H will have the
form

Fig. 3. Uncoded BER versus average SNR for different
MMSE-MIMO receivers for QPSK

GH = [ 0N><VN71N7AV+17"' aAL+F72 } )
which means that we have to use DFE to subtract the in-
terference from the precursors. The feedback flRgs] =
— S Y2 4, L8[ —i] removes the interference from

in Section 3. For this purpose, we have used a system with
M = 4receive antennagy = 3 data streamd, = 5 chan-
nel taps and uncoded transmission. We have used QPSK

the precursors which have been sent prics[td assuming ;
that all previous transmitted symbols have been detectedf> we_II as ;GQAM as modulation s_cheme For the systems
described in Section 3.3 and Section 3.4 we have chosen

correctly. We note that solutions based onjointfeedforward-F g filter t h for th A d ibed i
feedback filter optimizations, like in [12], yield the same £ = © ™M€r 1aps whereas for the systems described in

result for the feedback filter and have the additional weak- Sect|otrr: 3.1h and Sefctlc:jrl; S'i we thavel u:%?ji:t 12 taps
ness that the latency time can’t be optimized explicitly. since they have no feedback section. In addition, we com-

The above derivations and the analogous use of Eqn. (5)pare the performance of our systems with the MMSE sys-

o : . tems described in [12], namely the MIMO-DFE, tRar-
are sufficient to yield th&wr.pre for MMSE processing, ) ;
. . ) : tially Connected Ordered Successive Interference Cancel-
the corresponding optimal latency time, and feedback filter. lation (PC-OSIC) DFE, and théully ConnectedOSIC-

. . . _ _ . DFE (FC-OSIC-DFE). For the simulation of these systems,
3.4. Linear Receive Signal Processing Combined with  \ye have chosen feedforward filters withtaps and feed-
DFE and V-BLAST back filters withd taps(8, 4).

The system based on |ayered space_time DFE processing From Flg 3 we assert that the best BER performance is
has a structure similar to the one depicted in Fig. 2, with achieved by the WF-DFE-V-BLAST. The performance im-
the additional feature that the user detection is made stepProvement of the WF and WF-DFE when extending them
wise based on the V-BLAST algorithm. In this case, the tolayered systemsis obvious, as in this case we have an op-
ZF feedforward filter is designed in order to optimize the timal latency time and detection ordering. We also observe
decision delay and the decision ordering according to V- that the DFE based systems perform better than the sys-

BLAST, forcing the ordered transfer functiéiH to be tems without DFE as they evoke more degrees of freedom
for the calculation of the feedforward filter. The PC-OSIC-
GH = [ Onsxun,L,Apy1,... ;ALrp_2 } . DFE has a performance very close to the one of the WF,

a fact that characterizes it as a rather unattractive solution.
Using this expression we apply a V-BLAST based mecha- The MIMO-DFE and the FC-OSIC-DFE yield a satisfac-
nism on the lower triangular matrik for successive user tory BER performance but the WF-DFE and the WF-DFE-
detection and DFE for the subtraction of the precursors’ in- V-BLAST, respectively, outperform them, despite the fact
terference. Following the steps of the previous sections wethat the FC-OSIC-DFE requires more complexity than the
assert that the extension to MMSE processing is straight-proposed systems.

forward. Considering Fig. 4 we realize that the performance of
the systems changes for 16QAM, when the error propaga-
4. PERFORMANCE EVALUATION tion due to DFE is severe. In this case, the WF and WF-
V-BLAST have the best performance for low SNR values
In this section, we present simulation results for the MMSE (SNR < 10dB) since they are not characterized by error
receive processing system#/iéner filter WF) described  propagation. The WF-DFE and WF-DFE-V-BLAST ex-

IV - 383



- x- MIMO-DFE (8,4)

-+- PC-OSIC-DFE (8,4)

-%- FC-OSIC-DFE (8,4)

- WF (12)

—-= WF-V-BLAST (12)

—— WF-DFE (8)

—— WF-DFE-V-BLAST (8)

10

SNR (dB)

uncoded BER

10

Fig. 4. Uncoded BER versus average SNR for different
MMSE-MIMO receivers for 16QAM

hibit bad performance for low SNR values, but their per-
formance improves rapidly with increasing SNR. Thus, for
high SNR values the best performance is again achieved by
the WF-DFE-V-BLAST. The characteristics of the curves
of the DFE based systems are similar to their respectives
for QPSK. The error propagation is particularly severe for
the the FC-OSIC-DFE as this is confirmed by the fact that
its performance is not significantly better than the one of
the non-layered MIMO-DFE.

Summarizing, the best performance for low SNR and
16QAM is achieved by the WF-V-BLAST and by the WF-
DFE-V-BLAST in all other cases.

5. SUMMARY AND CONCLUSIONS

We have introduced different space-time MIMO receivers [10]

for frequency selective channels and optimized them ac-
cording to the ZF as well as the MMSE criterion. Addi-

tionally, we have presented possible optimizations of the
latency time and used an optimal detection ordering based

on V-BLAST for the layered space-time receiver structures. [1

Simulation results and comparisons with the systems de-
scribed in [12] show that the layered systems described
in this article have a simpler structure and can yield supe-

rior performances. The use of the WF-V-BLAST and WF- [12]

DFE-V-BLAST assures high user capacity and low BER
for both QPSK and 16 QAM.
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