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ABSTRACT

In this paper, two novel maximuma posteriori (MAP) estimators
for the decodingof arithmeticcodesin the presenceof transmis-
sionerrorsarepresented.Trellis searchtechniquesandaforbidden
symbolareemployedto obtainforwarderrorcorrection.Thepro-
posedsystemis appliedto losslessimagecompressionandtrans-
missionacrosstheBSC;theresultsarecomparedin termsof both
performanceand complexity with a traditional separatedsource
andchannelcodingapproachbasedonconvolutionalcodes.

1. INTRODUCTION

Universalaccessto multimediadatais oneof themajorobjectives
of emerging communicationsystems.The extensionof services
offeredto mobile users,from traditionalvoice traffic to complex
datasourcessuchasweb-pages,images,video andmusicalong
with the constraintsimposedby the tetherlessenvironment are
boostingaconsiderableamountof researchin thefield of wireless
multimediacommunications.In particular, many interdisciplinary
solutionsarebeinginvestigated,andtheinterfacesamongsystem
layersare becomingricher in informationcontent[1]. This ap-
proachis noticeablein a numberof traditionallyseparatedfields:
novel compressionstandards,suchasJPEG2000[2] for still im-
agesandH.26L [3] for videosequences,areimproving compres-
sion efficiency, but at the sametime they devote greatattention
to transmissionanderror resilience;converselyCDMA2000 and
UMTSsystemsarebeingdesignedwith multimediatraffic in mind.

Thisscenariois generatinga greatinterestin thedevelopment
of novel andefficient Joint Source/ChannelCoding(JSCC)tech-
niques. Channelbandwidthandpower constraints,delay limita-
tions anderrorprotectionrequiredby the applicationareempha-
sizing the practicalshortagesof Shannon’s source-channelsepa-
rationtheorem[4], whenappliedto mobilemultimediacommuni-
cations. JSCCtechniquesare foundedon the fact that in practi-
cal casesthesourceencoderis not ableto exactly decorrelatethe
input sequence;someimplicit redundancy is still presentin the
compressedstreamandcanbeproperlyexploited by thedecoder
for errorcontrol. As a consequence,it is possibleto improve the
decoderperformanceby consideringsourceand channelcoding
jointly.

Muchresearcheffort hasbeendevotedto thejoint sourcechan-
neldecodingof variablelengthcodes,in particularHuffmancodes
[5, 6, 7]. In [5, 6], the residualredundancy in thesourceencoder
outputis representedwith a Markov model,andis usedasa form
of implicit channelprotectionat the decoderside; exact andap-
proximatemaximuma posteriori (MAP) sequenceestimatorsare
proposed. Resultsare provided in the caseof image transmis-
sionacrossthebinarysymmetricchannel(BSC).In [7], softMAP
sourcedecodingis investigatedandappliedto thetransmissionof
MPEG-4bitstreams.

In thispaper, theJSCCapproachis appliedto ArithmeticCod-
ing (AC). AC is nowadaysthemostpowerful entropy codingtool
[8], and is replacingHuffman coding in novel standardssuchas
JPEG2000andH.26L. On theotherhand,AC is extremelyfragile
in thepresenceof transmissionerrors;unlike Huffmancodes,AC
haspoorresynchronizationcapability, anda singlebit error in the
compressedstreamcanpropagateall alongthecompressedblock.
Moreover, the residualredundancy in the compressedstreamis
usuallynegligible, preventingany MAP decodingattempt.Never-
theless,it is possibleto perturbthearithmeticcodersourcemodel
in orderto keepsomeresidualredundancy at theexpenseof com-
pressionefficiency. This ideawasfirst introducedby Boyd et al.
in [9] andextendedin [10, 11] to provide continuouserrordetec-
tion duringarithmeticdecoding.Thepresenceof known residual
redundancy can be exploited for error correctionaswell. Some
preliminarywork canbefoundin [12], wheretheerrorcorrection
is performedin thecaseof transmissionover anAWGN channel;
binary signallingwith null zonesoft decodingis employed. The
performanceis evaluatedin termsof packet recovery ratefor dif-
ferentially encodedimages.In [7], a JSCCconcatenatedscheme
basedonAC andtrellis codedmodulationis presentedandapplied
to imagetransmissionaswell.

In thispaper, weaddresstheproblemof MAP decodingof AC
in thepresenceof transmissionerrors;AC with a forbiddensym-
bol and trellis searchtechniquesareused. The decodingtask is
formulatedin termsof classicalMAP estimation.Someprelimi-
naryresearchby thesameauthorswaspresentedin [13] for lossy
imagecompression.In the presentpaper, novel resultsare pre-
sentedin thecaseof losslesscompressionof grayscaleimagesand
transmissionacrossthe BSC.Theperformanceis comparedwith
a standardseparatedsourceandchannelschemebasedonconven-
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Fig. 1. Transmissionsystemblock diagram.

tionalAC andratecompatibleconvolutionalcodes.

2. ARITHMETIC CODING WITH A FORBIDDEN
SYMBOL

Theobjectiveof AC is to mapasequenceof inputsymbols� ontoa
binarystring � representingtheprobabilityof theinput sequence.
This is accomplishedaccordingto theavailablesourcemodel,and
thecompressionefficiency mainly dependson theaccuracy of the
model.

In this paper, we considerthe particularcaseof the binary
memorylesssource;� bits generatedby grouping � outcomesof
thebinarymemorylesssourceconstitutethefixedlengthframeto

be encoded,i.e., �������������! �#"%$ . This sourceis fully describedby
theprobabilityof thebinarysymbols,&%' and &($*),+.-/&%' respec-
tively.

The AC encodingis an iterative task,performedby progres-
sively refining theprobability interval to which theinput frame �
belongs.Theoutputsequence� correspondsto theshortestbinary
string, which representsa binary valuecontainedin the interval;
decodingfollows thedualprocess.It is worth remarkingthatboth
encodinganddecodingcanbe performedsequentially, by apply-
ing interval normalizationstrategies. Therecursive decodingtask
is extremely sensitive to bit errors. Even a single flipped bit in
the outputstring cancauseirreversibledesynchronization.Para-
doxically, it is thispoorresynchronizationability thatallowspow-
erful continuouserror detection. In [9, 10], a ForbiddenSymbol
(FS) 0 with probability &%12)43 is introducedin the input alpha-
bet, but it is never transmitted. The introductionof the FS im-
plies a perturbationof the sourcemodel by a factor +5-63 , thus
reducingcompressionefficiency. Therateredundancy amountsto798 )4-;:=<?> �

@ +A-B3DC bits/symbol[10]. If theFS is decoded,this
meansthattransmissionerrorshave occurred.In [10], it is shown
that the probability that the numberof erroneouslydecodedbits
beforean error is detectedis greaterthan E is

@ +F-�3DCHG . There-
fore, a largevalueof 3 assuresfasterrordetectionandeasiesthe
correctiontask,but it greatlyreducesthecompressionefficiency.
On the contrary, a small valueof 3 doesnot impactcompression
efficiency but therewill bea largeerrordetectiondelay.

3. PROPOSED MAP DECODING SCHEME

The introductionof the FS provides a simple and robust means
to obtaincontinuouserror detection[11]. Moreover, the coding
redundancy can be usedby a MAP decoderin order to attempt
error correctionaswell. The transmissionsystemconsideredin

this paperis shown in Fig. 1, wheretheinput frame �I�J��� � � �! �#"%$
is encodedby meansof AC, usingaFSwith probability 3 . An End
Of Frame(EOF)symbolis usedto terminateeachframe(therole
of EOFiscrucialfor thedecodingalgorithmandit will beanalyzed

in thefollowing). Theinputsequence� is mappedontothebinary

string �K�L�M� � � �! �#"N$ of variable length O bits, and transmitted
acrossthechannelwith transitionprobability & @QP�R �SC .

The received sequence
P
, possiblyaffectedby errors,is pro-

cessedby the MAP estimatorthat selectsthe most probablese-
quence T��US& @ T�B)V�XW RYP C/Z[& @ ��� RYP C]\�^`_)ba . & @ ��� RYP C repre-
sentsthesocalleddecodingmetric,andcanbeexpressedas

& @ � � RYP Cc) &
@QP�R ���dCH& @ ���eC
& @QP C ) &

@QP�R �N��CH& @ �f�gC
& @QP C (1)

& @ ���eC representsthe a priori probability of transmittingthe
string ��� . On theotherhand,theterm & @QP C cannotbeeasilyeval-
uatedandin thefollowing it will beapproximatedby hji]k , where
O is the lengthin bits of thereceivedstring. This approximation
assumesthatall thereceivedsequencesof equallengthareequally
likely; theassumptionis not satisfiedby variablelengthAC; how-
ever theexactevaluationof this termwould requireasmucheffort
astheMAP decodingitself andit is not feasiblein practice.This
simplification is proposedalso in [5, 6] in the caseof Huffman
codesandit providessatisfactoryresults.

The most direct approachto MAP decodingshould be the
evaluationof metric (1) for the subsetl k , containingthe code-
words �N� of length O . However, for reasonableinputstringlength
� , theexhaustiveapproachis infeasible,andit is essentialto resort
to asuboptimalcriterionin orderto reducethesearchspacedimen-
sion. A numberof techniquesfor visiting treesandtrelliseshave
beenproposedin thepast,themostpopularonebeingtheViterbi
algorithm; a completesurvey canbe found in [14]. Thesetech-
niquesusuallyrequirei) atrellis representationof thesearchspace
andii) anadditive branchmetric. We canrecastthesearchfor the
best �N� asa searchamongall possiblebinarystringsof length O
��mn��� �!o�#"N$qp l k . The �Mmr��� �!o�#"%$ canbe representedby a treethat
grows exponentiallywith O . The metric (1), in its logarithmic
form, canbe easilydecomposedinto additive branchterms. The
channeltermis computedcomparingthereceived

P
sequenceand

theexploredbranch.Thesourcetermis obtainedattemptingpar-
tial arithmeticdecodingof agiventreepath;in thecasem � R�sl k ,
theFSwill berevealedwith a certaindelay, andtheexploredpath
will bepruned.

For tree exploration, we testedtwo well known techniques
known asstack algorithm (SA) andthe M-algorithm (MA) [14].
SA is a metric first technique: the bestpath selectionis based
on a greedyapproach,extendingat eachiterationthe beststored
path,i.e., theonewith thebestaccumulatedmetric(1). This is ac-
complishedby storingall thevisitedpathsin anorderedlist, with
maximumlength t . Eachelementof the list containsthe accu-
mulatedmetricandthestateinformationfor sequentialarithmetic
decoding.At eachiteration,the beststoredpathis extendedone
branchforward.Theextendedpathis droppedif theFSis revealed
or if thenumberof decodedbits exceeds� . Thebranchinggoes
on until thestoppingcriterion is fulfilled. In our implementation,
thedecodingprocedurestopswhenthebestpathin storagecorre-
spondsto a valid input sequence��� of length � , terminatedby the
EOFsymbol.Thedecodingof EOFis crucialin orderto guarantee
a correctterminationof thetree.Theexplorationof thelastleaves
of thetree,correspondingto thelastbits in thereceivedsequence,
cannotrely on FS detectionbecauseof the decodingdelay. MA
limits the searchspaceto the t bestpathsat eachdepthof the
treeandis classifiedasabreadthfirst technique.At eachiteration,
all thestoredpaths,which arecharacterizedby thesamedepth E
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Table 1. SA andMA performanceasa function of the memory
constraintt . BER,percentageof decodingfailures &Nu andaver-
ageframedecodingtime vxw arereported.BSCtransitionproba-
bility is yXz()|{A}?+M~ iX� and 3()|~�� h .

M BER FER & u vxw
SA

64 5.7 +M~�i�� 1.1 +�~�i $ 9.6 8.2ms
128 1.4 +M~�i�� 3.3 +�~�i � 2 10 ms
256 +M~�iX� 1.6 +�~�i � 0.6 14 ms
512 4.7 +M~�iX� 1.1 +�~�i � 0.1 18 ms
1024 3.2 +M~�iX� +M~�i � 0 22 ms
2048 1.7 +M~�iX� 9.5 +�~�i�� 0 24 ms

MA
64 3.7 +M~ iX� 1.3 +�~ i � 0.4 276ms
128 5.4 +M~ iX� +M~ i � 0.1 807ms
256 1.9 +M~ iX� 8.5 +�~ i�� 0 2.7s
512 1.7 +M~ iX� 8.9 +�~ i�� 0 9.6s

in thetree,areextendedonestepforward;thesamedroppingrules
of the SA are then appliedand only the t bestpathsat depth
Ex��+ arestored.Whenthealgorithmreachesthemaximumdepth
E;)|O , thebeststoredpath,terminatingwith EOF, is takenasthe
bestestimateT� . As with theViterbi algorithm,both SA andMA
allow sequentialdecoding,sincethereis a similar merging effect
of all pathsaftera certaindelayof � receivedbits [14].

4. RESULTS

Theproposedmethodhasbeentestedemploying a simplelossless
imagecompressionschemebasedon a zeroorderpredictor, pro-
posedin JPEGlosslesscodingsystem.Thepredictedpixel at row
^ andcolumn � is T� �g� �A) � �g� � i $r� � � i $!� �9- � � i $!� � i $ . In thecase
of 256levelsgrayscaleimagesthepredictionerroris mappedon9
bits symbols;framesof 256symbols( ��)�h���~�� bits) areformed
andencodedby meansof AC with FS; eachframeis terminated
with an EOF symbol with probability ~�� ~�{ , which hasbeense-
lectedasa tradeoff betweenrateoverheadanderrordetectionca-
pability. Theresultingvariablelengthpacketsarethentransmitted
over theBSC.Thepacket lengthsalongwith theapriori probabil-
ity &%' aresentassideinformationto thedecoder, addingto each
packet a header, protectedusinga (3,1,4)convolutionalcode.The
proposedschemeachievesa codingrateof 5.1bitsperpixel (bpp)
on theGIRL 256� 256testimagewhenno FSis used.(Notethat
the optimizationof the compressionperformanceis beyond the
scopeof thispaper.)

First we investigatedthedependenceof theSA andMA per-
formanceon the memoryparametert . We evaluatedBit Error
Rate(BER),FrameErrorRate(FER),percentageof decodingfail-
ures&Nu andaverageframedecodingtime vxw obtainedby anIntel
Pentium4 (512MB RAM). BER is computedon sourcebits, and
frameswhosedecodinghasfailedarenot includedin its computa-
tion. We ransimulationson 100000frames,employing theGIRL
testimage.Resultsaresummarizedin Tab. 1 for a BSCcrossover
probability y z )|{S}�+M~ iX� and 3*)6~�� h . It is worthnoticingthatthe
two algorithmsexhibit ratherdifferentbehavior. The SA greedy
approachrequiresa largeamountof memory( t�)|hY~���� ) for op-
timal performance,but the averagedecodingtime is alwaysvery

Table 2. DecodedBERandFER,averagenumberof bit errorsper
frame � , percentageof decodingfailures &Nu andaverageframe
decodingtime vxw for SA with t�)�hY~���� , MA with t�)�h�{��
andRCPC.yXz�),+�~ iX� and +�~ i � . TheRCPCcodingrate

7A�
, the

codingrate
7

expressedin bpp,andthevalueof 3 arereportedas
well.

yXz(),+M~ i��
SA ( t�)�hY~���� )

3 7
(bpp) BER FER � &Nu v5w

0.05 5.67 5.3 +M~ i]� 5.2 +�~ i�� 27 0.1 46 ms
0.1 6.32 5.4 +M~ iX� 1.8 +�~ i�� 6 0 5 ms

MA ( t�)|h?{Y� )
3 7

(bpp) BER FER � &Nu v5w
0.05 5.67 2.2 +M~ iX� 5.9 +�~ i�� 84 0 2.3s
0.1 6.32 8.6 +M~ iX� 1.5 +�~ i�� 12 0 2.4s

RCPC7 � 7
(bpp) BER FER � &Nu v5w

8/9 5.67 3.1 +M~ iX� 2.6 +�~ i � 246 0 25 ms
4/5 6.32 4.1 +M~ iX� 3 +M~ iX� 283 0 26 ms

yXz(),+M~ i �
SA ( t�)�hY~���� )

3 7
(bpp) BER FER � &Nu v5w

0.05 5.67 2.5 +M~ i � 6.6 +�~ i $ 164 51.3 15 s
0.1 6.32 4.5 +M~ iX� 1.8 +�~ i $ 91 8.7 4.2s
0.2 7.59 1.1 +M~ iX� 1.7 +�~ i � 17 0.4 250ms

MA ( t�)|h?{Y� )
3 7

(bpp) BER FER � &Nu v5w
0.05 5.67 8.2 +M~ i � 6.5 +�~ i $ 342 31.6 2.3s
0.1 6.32 1.3 +M~ i � 2.2 +�~ i $ 178 8.6 2.5s
0.2 7.59 6.6 +M~ i]� 1.7 +�~ i � 12 0.5 2.7s

RCPC7 � 7
(bpp) BER FER � &Nu v5w

8/9 5.67 1.6 +M~ i $ 9.3 +�~ i $ 342 0 22 ms
4/5 6.32 7 +�~ i � 4.5 +�~ i $ 319 0 26 ms
2/3 7.59 2.2 +M~ iX� 1.6 +�~ i � 273 0 28 ms

limited. In fact,in SA case,theaveragenumberof visitedpathsin
thetreedependsonthevaluesof &%' andyXz andnotonly on t . On
thecontrary, MA visits approximatelythesamenumberof paths,
given t , thus exhibiting a constantdecodingtime independent
of the a priori conditions. The valueof t , requiredfor optimal
performance,is smallerthantheonein SA, but thedecodingcom-
plexity becomessoonquiteprohibitive. On theotherhand,when
thememorymustbekeptlimited, e.g.,caset¡)6�Y� , MA appears
more robust thanSA. Theseconsiderationshelp in selectingthe
bestvalueof t accordingto systemconstraints.In the follow-
ing, we employ SA andMA with memoryparameterst¢)�hY~����
and t¡)|h?{Y� respectively, thuskeepingcomplexity at reasonable
levelswithout significantlyimpairingtheperformance.

Next, we want to validate the SA and MA performanceby
comparingthemwith a classicalseparatedapproachwhereeach
arithmeticcodedframeis protectedby meansof RCPCwith cod-
ing rate

7 �
; no error detectiontools are embeddedin AC and

theRCPCcodesproposedin [15], with memory6 andpunctured
rate + R � areused.In Tab. 2 we reportresultsfor yXz )V+�~�iX� and
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Table 3. Packet recovery rates(%) obtainedby proposedalgo-
rithms,depthfirst (a) andbreadthfirst (b) decodingtechniquesin
[12]. 3 [12]-a [12]-b SA MA

yXz*),+M~ i��
0.08 96.72 99.99 99.72 99.77
0.16 99.17 99.99 99.87 99.89

yXz*),+M~ i �
0.08 0.39 38.53 55.90 66.10
0.16 17.04 92.03 96.39 96.11

yXz(),+M~ i � anddifferentcodingrates.BesidesBER,FERand &%u ,
the averagenumberof bit errorsper frame � is reported. In all
situations,JSCCdecodersexhibit animprovementof oneorderof
magnitudein termsof BER.In factthejoint approachpreventser-
ror propagationthattakesplacein theseparatedRCPCcase,where
a singleconvolutionaldecodingerrorcanbepropagatedall along
theframeby conventionalarithmeticdecoding.Theadvantageof
MAP decodersis furtherwitnessedby the averagenumberof bit
errorsper frame; RCPCdecoderalways presentsvery high val-
uesof � if comparedto thoseobtainedthroughMAP algorithms,
evenatreducedcodingrates.MoreoverSA andMA yield betteror
comparableresultsin termsof FER;it is importantto keepin mind
that, in the presenceof an external frameerror detectionmecha-
nism,FERrepresentstheonly systemperformancemeasure.It is
worth pointingout thatSA generallyperformsslightly betterthan
MA in termsof both BER andFER. Finally it is noticeablethat
SA with t�)|hY~���� assuresexcellentperformancewith anattrac-
tive decodingtime in the caseyXz£)¤+�~ i�� . SA complexity with
a largevalueof t appearsindeedquiteprohibitive in thecaseof
high yXz£)K+M~�i � . On the contrary, MA decodingtime is always
constantandit dependsonly on thevalueof t . It is importantto
noticethatboththeproposedMAP estimatorscanfail thedecoding
in adversechannelconditions(y�zF)b+�~�i � ). In somemultimedia
applications,a failuredeclarationdoesnot necessarilyrepresenta
problemandit couldbebetterthanforwardingerroneousdatato a
complex anderrorsensitive decoder.

Finally, in Tab. 3 the performanceis comparedwith results
availablein the literature[12], in termsof Packet Recovery Rates
(PRR). In [12] Pettijohnet al. proposea metric first (a) and a
depthfirst (b) decoderfor AC with FS.Thesimulationconditions
are similar to thoseusedin this paperexcept for the test image
andsomeimplementationdetailsinvolving side informationand
frameorganization.Neverthelessthemostsignificantdifferences
residein the decodingalgorithms: the authorsin [12] prunethe
searchtreeusingsoft informationandthey employ theEuclidean
distanceas decodingmetric. It is worth noticing that the pro-
posedMAP JSCCdecodersexhibit similarperformancein thecase
yXz(),+M~�iX� , andthey show aconsiderableimprovementin adverse
channelconditions. We must recall that the proposedMAP de-
codersareableto provide goodresultsevenwithout theexploita-
tion of any soft information.

5. CONCLUSIONS

AC with FSandsequentialdecodingtechniqueshaveallowedusto
designanerrorresiliententropy coder, ableto guaranteesuperior
performancecomparedto a traditionalseparatedsourceandchan-

nel coding approach.The proposedtechniqueyields significant
improvementin termsof BER andFER,while limiting thecom-
plexity at a reasonablelevel. Soft decodinganditerative systems,
alongwith the extensionof the proposedalgorithmsto adaptive
modelsarethemainobjectivesof our futureresearchin thefield.
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