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ABSTRACT

In this paper two novel maximuma posteriori (MAP) estimators
for the decodingof arithmeticcodesin the presencef transmis-
sionerrorsarepresentedTrellis searchtechniquesndaforbidden
symbolareemployedto obtainforwarderrorcorrection.The pro-

posedsystemis appliedto losslessmagecompressiorandtrans-
missionacrosshe BSC;theresultsarecomparedn termsof both

performanceand complity with a traditional separatedsource
andchannekodingapproactbasedn corvolutional codes.

1. INTRODUCTION

Universalacces$o multimediadatais oneof the majorobjectives
of emeging communicationsystems. The extensionof services
offeredto mobile users,from traditionalvoice traffic to comple
datasourcessuchasweb-pagesimages,video and musicalong
with the constraintsimposedby the tetherlesservironmentare
boostinga considerablemountof researchn thefield of wireless
multimediacommunicationsln particulay mary interdisciplinary
solutionsarebeinginvestigatedandthe interfacesamongsystem
layersare becomingricher in information content[1]. This ap-
proachis noticeablen a numberof traditionally separatedields:
novel compressiorstandardssuchas JPEG200(2] for still im-
agesandH.26L [3] for video sequencesreimproving compres-
sion efficiengy, but at the sametime they devote greatattention
to transmissiorand error resilience;corversely CDMA2000 and
UMTS systemsrebeingdesignedvith multimediatraffic in mind.

This scenarids generatinga greatinterestin thedevelopment
of novel andefficient Joint Souce/ChannelCoding (JSCC)tech-
nigues. Channelbandwidthand power constraintsdelay limita-
tions anderror protectionrequiredby the applicationareempha-
sizing the practicalshortagef Shannors source-channedepa-
rationtheorem[4], whenappliedto mobile multimediacommuni-
cations. JSCCtechniquesare foundedon the fact thatin practi-
cal caseghe sourceencodeiis not ableto exactly decorrelatehe
input sequencesomeimplicit redundang is still presentin the
compressedtreamand canbe properly exploited by the decoder
for errorcontrol. As a consequencst is possibleto improve the
decoderperformanceby consideringsourceand channelcoding
jointly.
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Muchresearcleffort hasbeendevotedto thejoint sourcechan-
neldecodingof variablelengthcodesjn particularHuffmancodes
[5, 6, 7]. In [5, 6], theresidualredundang in the sourceencoder
outputis representeavith a Markov model,andis usedasa form
of implicit channelprotectionat the decoderside; exact and ap-
proximatemaximuma posteriori (MAP) sequencestimatorsare
proposed. Resultsare provided in the caseof image transmis-
sionacrosghebinarysymmetricchanne(BSC).In [7], soft MAP
sourcedecodings investigatecandappliedto the transmissiorof
MPEG-4bitstreams.

In this paperthe JSCCapproachs appliedto ArithmeticCod-
ing (AC). AC is nowadaysthe mostpowerful entrofy codingtool
[8], andis replacingHuffman codingin novel standardsuchas
JPEG200@ndH.26L. Ontheotherhand,AC is extremelyfragile
in the presencef transmissiorerrors;unlike Huffmancodes AC
haspoorresynchronizatiorapability anda singlebit errorin the
compressedtreamcanpropagatell alongthe compressedlock.
Moreover, the residualredundang in the compressedtreamis
usuallyneagligible, preventingary MAP decodingattempt.Never
thelessit is possibleto perturbthe arithmeticcodersourcemodel
in orderto keepsomeresidualredundany atthe expenseof com-
pressiorefficiengy. This ideawasfirst introducedby Boyd et al.
in [9] andextendedin [10, 11] to provide continuouserrordetec-
tion during arithmeticdecoding. The presencef known residual
redundang can be exploited for error correctionaswell. Some
preliminarywork canbefoundin [12], wherethe errorcorrection
is performedin the caseof transmissiorover an AWGN channel;
binary signallingwith null zonesoft decodingis employed. The
performancaes evaluatedin termsof paclet recovery ratefor dif-
ferentially encodedmages.In [7], a JSCCconcatenatedcheme
basednAC andtrellis codedmodulationis presenteéndapplied
to imagetransmissioraswell.

In this paperwe addresshe problemof MAP decodingof AC
in the presencef transmissiorerrors; AC with a forbiddensym-
bol andtrellis searchtechniquesare used. The decodingtaskis
formulatedin termsof classicalMAP estimation. Someprelimi-
nary researctby the sameauthorswaspresentedn [13] for lossy
image compression.In the presentpaper novel resultsare pre-
sentedn thecaseof losslessompressionf grayscalédmagesand
transmissioracrossthe BSC. The performancds comparedwith
astandardseparatedourceandchannekchemebasedon conven-

ICASSP 2003




a b r 4
Arith. MAP
coder - estimator
P(r/b)

Fig. 1. Transmissiorsystemblock diagram.

tional AC andratecompatiblecorvolutional codes.

2. ARITHMETIC CODING WITH A FORBIDDEN
SYMBOL

Theobjective of ACisto mapasequencef inputsymbolsa ontoa

binary string b representinghe probability of theinput sequence.

Thisis accomplishedccordingo the availablesourcemodel,and
the compressiorefficieny mainly depend®n theaccurag of the
model.

In this paper we considerthe particular caseof the binary
memorylessource;L bits generatedy grouping L outcomesf
the binary memorylessourceconstitutethe fixed lengthframeto

beencodedj.e.,a € {ai}?iy This sourceis fully describedoy
theprobabilityof thebinarysymbols,P, andP, = 1 — P, respec-
tively.

The AC encodingis an iterative task, performedby progres-
sively refiningthe probability intenval to which the input framea
belongs.Theoutputsequencd® correspondso theshortesbinary
string, which represents binary value containedin the interval;
decodingfollows thedualprocesslt is worth remarkingthatboth
encodinganddecodingcanbe performedsequentially by apply-
ing interval normalizationstratgies. Therecursve decodingtask
is extremely sensitve to bit errors. Even a single flipped bit in
the output string can causeirreversibledesynchronization Para-
doxically, it is this poorresynchronizatiombility thatallows pow-
erful continuouserror detection. In [9, 10], a ForbiddenSymbol
(FS) i with probability P, = e is introducedin the input alpha-
bet, but it is never transmitted. The introductionof the FS im-
plies a perturbationof the sourcemodel by a factor1 — ¢, thus
reducingcompressiorefficiengy. Therateredundang amountgo
R, = —log,(1 — ¢) bits/symbol[10]. If theFFSis decodedthis
meanghattransmissiorerrorshave occurred.In [10], it is shavn
that the probability that the numberof erroneouslydecodedbits
beforean error is detecteds greaterthann is (1 — €)™. There-
fore, alarge value of e assuregasterror detectionand easieghe
correctiontask, but it greatlyreduceshe compressiorefficiency.
On the contrary a small value of e doesnot impactcompression
efficiengy but therewill bealarge errordetectiondelay

3. PROPOSED MAP DECODING SCHEME

The introductionof the FS provides a simple and robust means
to obtain continuouserror detection[11]. Moreover, the coding
redundang canbe usedby a MAP decoderin orderto attempt
error correctionaswell. The transmissiorsystemconsideredn
this paperis shawvn in Fig. 1, wheretheinputframea € {ai}?il
is encodedy meansof AC, usinga FSwith probabilitye. An End
Of Frame(EOF) symbolis usedto terminateeachframe(therole
of EOFis crucialfor thedecodingalgorithmandit will beanalyzed

in thefollowing). Theinput sequenca is mappedntothebinary
stringb € {bi}fil of variablelength V bits, and transmitted
acrosghe channelwith transitionprobability P(r /b).

The received sequencer, possiblyaffectedby errors,is pro-
cessedvy the MAP estimatorthat selectsthe most probablese-
quencea : P(a = ay/r) > P(a;/r) Vi # k. P(a;/r) repre-
sentsthe socalleddecodingmetric,andcanbe expresseds

P(r/a;)P(ai) _ P(r/b;)P(a;)
P(r) P(r)

Plai/r) = @

P(a;) representshe a priori probability of transmittingthe
stringa;. Ontheotherhand,theterm P(r) cannotbe easilyeval-
uatedandin thefollowing it will beapproximatedy 2=, where
N is thelengthin bits of the receved string. This approximation
assumethatall thereceved sequencesf equallengthareequally
likely; theassumptions not satisfiedby variablelengthAC; how-
ever the exactevaluationof this termwould requireasmucheffort
asthe MAP decodingitself andit is not feasiblein practice.This
simplificationis proposedalsoin [5, 6] in the caseof Huffman
codesandit providessatishctoryresults.

The most direct approachto MAP decodingshould be the
evaluationof metric (1) for the subsetB y, containingthe code-
wordsb; of lengthN. However, for reasonabléputstringlength
L, theexhaustve approachis infeasible andit is essentiato resort
to asuboptimacriterionin orderto reducehesearctspacealimen-
sion. A numberof techniquedor visiting treesandtrelliseshave
beenproposedn the past,the mostpopularonebeingthe Viterbi
algorithm; a completesurey canbe foundin [14]. Thesetech-
niquesusuallyrequirei) atrellis representatioof thesearchspace
andii) anadditive branchmetric. We canrecastthe searchfor the
bestb; asa searchamongall possiblebinary stringsof length N
{x;}2), D By. The {x;}%, canbe representetby a treethat
grows exponentiallywith N. The metric (1), in its logarithmic
form, canbe easilydecomposedhto additive branchterms. The
channelttermis computedcomparingtherecevedr sequencand
the exploredbranch. The sourcetermis obtainedattemptingpar
tial arithmeticdecodingof agiventreepath;in thecasex; ¢ By,
the FSwill berevealedwith a certaindelay andthe exploredpath
will bepruned.

For tree exploration, we testedtwo well knowvn techniques
known asstad algorithm (SA) andthe M-algorithm (MA) [14].
SA is a metric first technique: the best path selectionis based
on a greedyapproachgxtendingat eachiterationthe beststored
path,i.e.,theonewith thebestaccumulateanetric(1). Thisis ac-
complishedby storingall the visited pathsin anorderedist, with
maximumlength M. Eachelementof the list containsthe accu-
mulatedmetricandthe stateinformationfor sequentiabrithmetic
decoding. At eachiteration,the beststoredpathis extendedone
branchforward. Theextendedpathis droppedf the FSis revealed
or if the numberof decodedbits exceedsL. The branchinggoes
on until the stoppingcriterionis fulfilled. In ourimplementation,
the decodingprocedurestopswhenthe bestpathin storagecorre-
spondgo avalid input sequence; of length L, terminatedby the
EOFsymbol. Thedecodingof EOFis crucialin orderto guarantee
acorrectterminationof thetree. The explorationof thelastleaves
of thetree,correspondingo thelastbits in thereceved sequence,
cannotrely on FS detectionbecausef the decodingdelay MA
limits the searchspaceto the M bestpathsat eachdepthof the
treeandis classifiedasabreadthfirsttechnique At eachiteration,
all the storedpaths,which arecharacterizedby the samedepthn
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Table 1. SA andMA performanceas a function of the memory
constraintM . BER, percentagef decodingfailures Pr andaver-
ageframedecodingtime AT arereported.BSCtransitionproba-
bility ispy = 5 - 1072 ande = 0.2.

Table 2. DecodedBER andFER,averagenumberof bit errorsper
frame K, percentagef decodingfailures Pr andaverageframe
decodingtime AT for SAwith M = 2048, MA with M = 256
andRCPC.p, = 1072 and10~2. TheRCPCcodingrate R¢, the

[ M BER FER Pr AT | codingrate R expressedn bpp,andthevalueof e arereportedas
SA well.
64 5710°% 1.1100" 9.6 8.2ms
128 1.410~* 331072 2  10ms
256 107 161072 0.6 14ms pp=10"°
512 4.7107° 111072 0.1 18ms SA (M = 2048)
1024 3.2107° 1072 0 22ms e R(pp)| BER FER K Ppr | AT
2048 1.710~®° 9510~ 0  24ms 005 567 |53107° 52107 27 0.1 | 46ms
MA 0.1 6.32 54107% 1.8107% 6 0 5ms
64 3.7107° 131077 0.4 276ms MA (M = 256)
128 54107 107> 0.1 807ms e R(pp)| BER FER K Pr | AT
256 1.910°° 85103 0 27s 0.05 5.67 2.2107* 59107 84 0 2.3s
512 1.710~° 8.910~® O 9.6s 0.1 6.32 | 8.6107% 15107® 12 0 2.4s
RCPC
Rc R (bpp) BER FER K  Pr AT
8/9 5.67 3.1107% 261072 246 O 25ms
in thetree,areextendedonestepforward; the samedroppingrules 45 6.32 41107% 310 : ° 283 0 26ms
of the SA arethen appliedand only the M bestpathsat depth py =107
n + 1 arestored.Whenthealgorithmreacheshe maximumdepth SA (M = 2048)
n = N, thebeststoredpath,terminatingwith EOF, is takenasthe € R (bpp) BER FER K Pr AT
bestestimatea. As with the Viterbi algorithm, both SA and MA 0.05 567 | 25107 6.6107' 164 51.3| 15s
allow sequentiablecoding sincethereis a similar meging effect 0.1 6.32 45107 1.8107' 91 87 4.2s
of all pathsaftera certaindelayof D recevedbits [14]. 0.2 7.59 1.1107* 1.71072 17 0.4 | 250ms
MA (M = 256)
b BER FER K P AT
4. RESULTS 005 Rs(.egp) 82102 65101 342 316| 2.3s
-2 -1
Theproposednethodhasbeentestedemploying a simplelossless 8; ?gg 2213_5 i%g_z 11728 gg 3?2
imagecompressiorschemebasedon a zeroorder predictor pro- - - - 3 . .
posedin JPEGIlosslessodingsystem.The predictedpixel atrow i T (opp) BER RCIF;ER j74 P AT
i andcolumnjis&;,; = x5 1 + ;1,5 — x;—1,;-1. In thecase 8/% 5 6p7p 1610-! 9310-! 342 6’” 22ms
of 256levelsgrayscalemagesthepredictionerroris mappedn 9 45 6.32 7 10-2 4'5 10-1 319 0 26ms
bits symbols;framesof 256 symbols(L = 2304 bits) areformed ) _3 DO
andencodedby meansof AC with FS; eachframeis terminated 213 7.59 2.210 1.610 273 0 28 ms

with an EOF symbol with probability 0.05, which hasbeense-
lectedasa tradeof betweerrate overheadanderror detectionca-
pability. Theresultingvariablelengthpacletsarethentransmitted
overtheBSC. Thepacletlengthsalongwith the apriori probabil-
ity Py aresentassideinformationto the decoderaddingto each
pacletaheaderprotectedusinga (3,1,4)cornvolutionalcode.The
proposedschemeachievesa codingrateof 5.1 bits perpixel (bpp)
onthe GIRL 256x 256 testimagewhenno FSis used.(Note that
the optimization of the compressiorperformances beyond the
scopeof this paper)

First we investigatedhe dependencef the SA andMA per
formanceon the memoryparametetM . We evaluatedBit Error
Rate(BER), FrameError Rate(FER),percentagef decodindail-
uresPr andaveragdramedecodingime AT obtainedby anintel
Pentium4 (512MB RAM). BER is computedon sourcebits, and
frameswhosedecodinghasfailedarenotincludedin its computa-
tion. We ran simulationson 100000frames,emplg/ing the GIRL
testimage.Resultsaresummarizedn Tah 1 for aBSCcrosswer
probabilityp, = 5-1072 ande = 0.2. It is worth noticingthatthe
two algorithmsexhibit ratherdifferentbehaior. The SA greedy
approachrequiresalargeamountof memory(M = 2048) for op-
timal performanceput the averagedecodingtime is alwaysvery

limited. In fact,in SA casetheaveragenumberof visited pathsin
thetreedepend®nthevaluesof Py andp, andnotonlyon M. On
the contrary MA visits approximatelythe samenumberof paths,
given M, thus exhibiting a constantdecodingtime independent
of the a priori conditions. The value of M, requiredfor optimal
performanceis smallerthantheonein SA, but thedecodingcom-
plexity becomesoonquite prohibitive. On the otherhand,when
thememorymustbekeptlimited, e.g.,caseM = 64, MA appears
more robust than SA. Theseconsideration$ielp in selectingthe
bestvalue of M accordingto systemconstraints.In the follow-
ing, we emplgyy SA andMA with memoryparameterg/ = 2048
andM = 256 respectrely, thuskeepingcompleity atreasonable
levelswithout significantlyimpairingthe performance.

Next, we want to validatethe SA and MA performanceby
comparingthemwith a classicalseparate@pproachwhereeach
arithmeticcodedframeis protectedoy meansof RCPCwith cod-
ing rate R¢; no error detectiontools are embeddedn AC and
the RCPCcodesproposedn [15], with memory6 and punctured
rate1/3 areused.In Tah 2 we reportresultsfor p, = 10~2 and
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Table 3. Paclet recovery rates(%) obtainedby proposedalgo-
rithms, depthfirst (a) andbreadthfirst (b) decodingtechniquesn
[12].

e [12a [12b SA MA
pp=1077
0.08 96.72 99.99 99.72 99.77
0.16 99.17 99.99 99.87 99.89
pp= 1077
0.08 0.39 38.53 5590 66.10
0.16 17.04 92.03 96.39 96.11

pp = 10~ 2 anddifferentcodingrates.BesideBER, FERand P,
the averagenumberof bit errorsper frame K is reported. In all
situations JSCCdecodergxhibit animprovementof oneorderof
magnituden termsof BER. In factthejoint approactpreventser-
ror propagatiorihattakesplacein theseparate(RCPCcasewhere
a singleconvolutional decodingerror canbe propagatedll along
theframeby corventionalarithmeticdecoding.The adwantageof
MAP decoderss further witnessedy the averagenumberof bit
errorsper frame; RCPCdecoderalways presentsvery high val-
uesof K if comparedo thoseobtainedthroughMAP algorithms,
evenatreduceccodingrates.Moreover SAandMA yield betteror
comparableesultsin termsof FER;it is importantto keepin mind
that, in the presenceof an externalframe error detectionmecha-
nism, FER representshe only systemperformancemeasurelt is
worth pointing out that SA generallyperformsslightly betterthan
MA in termsof both BER and FER. Finally it is noticeablethat
SAwith M = 2048 assuregxcellentperformancevith anattrac-
tive decodingtime in the casep, = 1073, SA compleity with
alargevalueof M appearsndeedquite prohibitive in the caseof
highp, = 1072, Onthe contrary MA decodingtime is always
constantandit depend®nly onthevalueof M. It is importantto
noticethatboththeproposedAP estimatorganfail thedecoding
in adwersechannelconditions(p, = 10~2). In somemultimedia
applicationsa failure declaratiordoesnot necessarilyepresent
problemandit couldbebetterthanforwardingerroneouslatato a
comple anderrorsensitve decoder

Finally, in Tah 3 the performanceis comparedwith results
availablein theliterature[12], in termsof Packet Recovery Rates
(PRR).In [12] Pettijohnet al. proposea metric first (a) and a
depthfirst (b) decodeifor AC with FS. The simulationconditions
are similar to thoseusedin this paperexceptfor the testimage
and someimplementationdetailsinvolving side informationand
frame organization.Neverthelesghe mostsignificantdifferences
residein the decodingalgorithms: the authorsin [12] prunethe
searchtreeusingsoft informationandthey employ the Euclidean
distanceas decodingmetric. It is worth noticing that the pro-
posedVAP JSCCdecoderexhibit similarperformancén thecase
py = 1073, andthey shaw aconsiderablémprovementin adwerse
channelconditions. We mustrecall that the proposedMAP de-
codersareableto provide goodresultseven without the exploita-
tion of ary softinformation.

5. CONCLUSIONS

AC with FSandsequentiatiecodingechniguefiave allowedusto
designanerrorresiliententrofy coder ableto guaranteesuperior
performanceomparedo atraditionalseparatedourceandchan-

nel coding approach. The proposedechniqueyields significant
improvementin termsof BER and FER, while limiting the com-

plexity atareasonabléevel. Soft decodinganditerative systems,
along with the extensionof the proposedalgorithmsto adaptve

modelsarethe mainobjectivesof ourfutureresearchn thefield.
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