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ABSTRACT

This paper addresses the issue of robust transmission of VL-
C encoded sources over error-prone channels. A new family
of codes, called multiplexed codes, has been recently intro-
duced in [1]. They exploit the fact that compression systems
of real signals generate sources of information with differ-
ent levels of priority. Multiplexed codes allow to confine the
de-synchronization phenomenon to low priority data while
allowing to reach asymptotically the entropy bound for both
(low and high priority) sources. A multiplexing procedure
based on an iterative Euclidian decomposition has been pro-
posed. This paper introduces a variant of multiplexed codes,
called binary multiplexed codes, together with a very simple
multiplexing algorithm that exploits the structure of variable
length codetrees. It is shown analytically and experimental-
ly that this family of codes is more error resilient than fixed
length codes while reaching the compression efficiency of
classical variable length codes.

1. INTRODUCTION

Entropy coding, producing variable length codewords (VL-
C), is a core component of any data compression scheme.
The main drawback of VLCs is their high sensitivity to chan-
nel noise: when some bits are altered by the channel, the
position of symbol boundaries are not properly estimated,
leading to dramatic symbol error rates. This phenomenon
has motivated the design of codes with better synchroniza-
tion properties [2, 3, 4]. Reversible VLCs [5, 6], have al-
so been designed to fight against desynchronization. The
above solutions add redundancy in the generated bitstream.

Here, we consider a family of codes that has been re-
cently introduced under the name of “multiplexed codes”
[1]. Their design principle relies on the fact that compres-
sion systems of real signals generate sources of information
with different levels of priority (e.g. texture and motion in-
formation for a video signal). Two sources, a high priority
source and a low priority source referred respectively as Sy
and Sy, in the sequel are hence considered. These codes
are such that the risk of “de-synchronization” is confined
to the low priority information. The idea consists in cre-
ating a fixed length code (FLC) for the Sy source, in par-
titionning the set of FLCs in classes of equivalence and in
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exploiting the redundancy inherent of each class to repre-
sent or store information of the low priority source St,. The
fixed length codewords will then repesent jointly a symbol
of the high priority source and a set of symbols of the low
priority source. Different “multiplexing” algorithms may be
considered to construct the joint (or multiplexed) codeword-
s that are eventually sent on the channel. These different
“multiplexing” algorithms in turn lead to variants of multi-
plexed codes. A first approach has been described in [1] :
it relies on an iterative Euclidian decomposition. Here, we
introduce a subset of these codes, that we call “binary mul-
tiplexed codes”, based on a partition of the FLC into class-
es of equivalence whose cardinals are integer powers of 2.
A very simple “multiplexing” algorithm is then described.
Pushing further this idea, we then introduce a family of “bi-
nary multiplexed codes” constructed from VLCs : instead
of constructing a FLC for the high priority source, a VLC is
considered. The structure of the variable length codetree is
then exploited for “multiplexing’ the low priority informa-
tion. A theoretical and experimental analysis of these codes
show that they are more resilient than FLCs, while at the
same time allowing to almost reach entropy bounds.

2. PROBLEM STATEMENT AND NOTATIONS

Let Sy = (S1,..-,5,-..,SK;) be a sequence of source
symbols of high priority taking their values in a finite alpha-
bet .A composed of Q2 symbols, A = {ay, ...a;, ...aq}. Note
that we reserve capital letters to random variables, and small
letters to values of these variables. Bold face characters will
be used to denote vectors or sequences. The stationary prob-
ability of the source Sy is denoted p = (p1, ---pti, ---12),
where p; stands for the probability that a symbol of Sy
equals a;. Let h be the stationary entropy of the source
per symbol, given by h = — E?Zl piloga(u;). Let Sy =
(S1,---Si, .Sk, ) be asequence of source symbols of low-
er priority taking their values in a finite alphabet A’. We
assume that the realization sy, of this source has been pre-
encoded into a bitstream b = (by, ...b,, ...bk, ) with a VL-
C coder (e.g. Huffman or arithmetic coder). The problem
addressed here is the design of a family of joint codes for
the two sources Sy and Sy, that would guarantee no “de-
synchronization” of the high priority source Sy at almost
no cost in terms of compression efficiency.
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[ClassC;  codeword ¢iq | @i | Ni  pi [ Indexq |

(6 000 a1 2 030 0
001 1
Co 010 ary | 3 043 0
011 1
100 2
Cs 101 a3 | 1T 025 0
110 1
Cs 111 ay | 1T 002 0

Table 1. An example of multiplexed codes (¢ = 3).

3. MULTIPLEXED CODES

3.1. Principle

Let ¢ be a fixed number of bits reserved for the representa-
tion of any symbol of the alphabet A. The c bits define a set
of N = 2¢ codewords. This set of codewords is partitioned
into 2 subsets, C;,i = 1...(, called equivalence classes
associated to symbols a; of the alphabet .4, as shown in Ta-
ble 1. The condition ¢ > log2(?) is required to have at least
1 codeword per subset. Each equivalence class C; contains
a set of codewords {c; 0, i 1,---5Ciq,--->Ci,N;—1}, Where
the integer N; stands for the number of codewords in the
subset (cardinality of the equivalence class) and is such that
Z?:l Ni=N.

A symbol S; = a; of the flow Sz can be encoded with
any c-bit codeword ¢; , belonging to the equivalence class
C; (see example of Table 1). Hence, each symbol S; can be
mapped into a pair (C;, @) of two variables denoting respec-
tively the equivalence class and the index of the codeword
in the equivalence classC;. The variable () is an N;-valued
variable, taking its value between 0 and V; — 1 (see Table 1)
and representing the inherent redundancy of the c-bits fixed
length codes. This redundancy can then be exploited to de-
scribe the lower priority flow of data. Therefore, to the real-
ization of the sequence of symbols Sy one can associate a
sequence of NV;-valued variablesN = Ny,... N;,... Nk,
which will be used to describe jointly the S and Sy, data
flows.

A multiplexed code has been defined in [1] as the func-
tion which maps a c-bits fixed length codeword ¢; , into a
pair of variables comprising the symbol value a; of the al-
phabet A (on which the high priority source is quantized)
and the value ¢ of a variable @ denoting the index of the
codeword in the equivalence class associated to a; as:

Ciq S ( ai;q) (1)

For example, let A = {a1, a2,as, a4} be the alphabet
of the source Sy with the stationary probabilities given by
H = 0.30, Mo = 0.43, M3 = 0.25, and Ha = 0.02. Ta-
ble 1 gives an example of partitioning of the set of N = 2¢
codewords into the 4 equivalence classes associated to the
alphabet symbols.

3.2. Conversion of the lower priority bitstream

It appears from above that the design of multiplexed codes
relies on the choice of the partition C = {Cy,...,Cq}. In
order to be multiplexed with symbols of S g, the lower pri-
ority bitstream b must be mapped into a sequence of N;-
valued variables. Let us consider the mapping of the re-
alization sy = s1...8¢...5K, into the sequence n =
ny...N¢...Nk,. The sequence of n.-valued variables can
be seen as a unique A-valued variable 6, where A = []1 n,.
The variable 6 hence verifies 0 < § < A—1. The maximum
amount of information that can be stored in the A-valued
variable @ is theoretically log2(A) bits. It is shown in [1]
that the mean description length (mdl) of Sy can be made
as close as required to the stationnary entropy of the source
S g, by increasing the length ¢ of the codewords.

The quantity A denotes the number of different multi-
plexed sequences m of codewords ¢; 4 that can be used as
a coded representation of the sequence sg. One of these
sequences m can be used as a multiplexed coded descrip-
tion of the two sequences sy and sz, . It depends on the
bitstream representation b of the source Sy..

There are several ways to convert the low priority bit-
stream into a sequence of n;-valued variables (g:), where
t =1,...Kpg. The sequence of pairs (n¢,q;) provides en-
tries in the multiplexed code table. In [1], two methods have
been introduced for this conversion:

e The first approach regards the low priority bitstream
as an integer which is then decomposed using an iter-
ative Euclidean decomposition. This approach allows
to reach the entropy bound.

e A second approach relies on a constrained partition
of the FLCs into equivalence classes with cardinals
belonging to a subset of integer values. This approach
still leads to a good approximation of the high priority
source distribution, hence is quasi-optimal.

4. BINARY MULTIPLEXED CODES

The conversion of the bitstream b of lower priority into a
sequence of states is the most time consuming step of the
coding procedure. This section introduces subsets of multi-
plexed codes that allow to avoid this conversion.

4.1. Constrained partition of FLCs

The partition of the FLC into several equivalence classes
can be chosen such that the storage capacity is an integer
number of bits. It means that, for each equivalence class C;,
a bijection exists between the interval of indexes [0, N; — 1]
and a varying integer number of bits, hence the following
definition:

LIn fact, only a part of sy,, whose length depends on the multiplexing
capacity of the sequence sy
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| class C, Ci,q | a; | N; = 2D" i | q | U; |
Ci 000 T a1 2 03070 0
001 1 1
Cs 010 | a2 /! 043 101 00
011 101
100 2|10
101 311
Cs 110 | a3 1 025 0] @
Cs 111 | a4 1 002 |0 &

Table 2. A binary Multiplexed codes (¢ = 4).

Fig. 1. Codetree describing both Sg and B

Definition 1: A binary multiplexed code is a multi-
plexed code such that Vi € [1..Q], D; = log2(N;) € N.

Then, to each symbol a; of the source Sy, one can as-
sociate, a class of equivalence C;, hence a set of fixed length
codewords, which can in turn be indexed by a sequence
U, =U} LUl Uf” of D; bits. A codeword represent-
ing jointly a symbol of the source S g and a segment of the
low priority bitstream b can thus be selected without requir-
ing any conversion of the bitstream b.

Example 1: Let sy = ajasasasasa;asay be the source

of high priority and b =0101010101 a pre-encoded bitstream.

The number of bits that can be multiplexed with each sym-
bol realization of the sequence S is given by d; = (1,2,2,0,
2,1,2,0). This leads to segment b into (a1, ... Uz, .. Uk, ) =
(0,10,10,2,10,1,01, ). Then, for each high priority sym-
bol index ¢, the couple (a:, ;) indexes a codeword in the
multiplexed table. The resulting multiplexed bitstream is
000 100 100 110 100 001 011 111.

4.2. Binary multiplexed codes construction from VLCs

Instead of designing a FLC codebook for the high priority
source Sy, one can alternately consider a variable length
codetree. This VLC codetree can then be completed to for-
m a binary FLC codetree (see Fig. 4.2). The symbols of
the alphabet of the source Sy will then be associated ei-
ther to leaves of the FLC or to intermediate nodes. When
they correspond to a node, all the corresponding leaves will
constitute the class of equivalence associated to the given
symbol of Sg. The cardinals of the classes of equivalence
are the integer powers of 2. Hence, one can create a mul-
tiplexed code such that codewords of the same equivalence
class have the same prefix. The suffix U; of the codewords
can then be used to “store” the bits of the bitstream b (see
Fig. 4.2).

Definition 2: A Binary multiplexed code derived from
a VLC is a multiplexed code constructed such as (1) every
prefix of a codeword is the representation of a symbol in a
VLC tree. (2) every suffix corresponds to the multiplexed
data of the low priority bitstream.

Example 2: Considering the same sequence as in exam-
ple 1, the VLC-based multiplexed code depicted in Fig. 4.2
leads to the multiplexed bitstream m below.

St a1 a2 a2 a3 a2 a1l a2 a4
prefix  10. 0.. 0.. 110 0.. 10. 0.. 111
ug ..0 10 .10 .10 .1 .01

mi 100 010 010 110 010 101 001 111

The compression efficiency for the source Sy is obviously
given by the efficiency of the VLC considered. Similarly,
since the low priority source before multiplexing has been
pre-encoded, the corresponding compression efficiency de-
pends on the VLC code considered for this source. The low
priority source (e.g high frequencies of a wavelet decompo-
sition) can be pre-encoded with an arithmetic coder.

5. PERFORMANCE ANALYSIS

In this section, we analyze the impact of channel errors
(considering a binary symmetric chanel, BSC) on the dis-
tortion of the source Sg. Let us consider first general multi-
plexed codes. It has been shown in [1] that the mean square
error M SEpu,s, Of the reconstructed Sy stream in pres-
ence of bit errors can be expressed as

Z.U‘i Z(ai_az’ Z Z PCz’J/ch)

a; €A a,'IEA C1_7€C Cir, /EC/

Plays /a)

where P(cy j /c;,5) stands for the probability to receive the
codeword ¢y j, if ¢; ; has been transmitted, and P(ay /a;)
is the probability to decode the symbol a; if a; has been
transmitted. Therefore, the choice of the partition C has a
major impact on the final distortion. Eqn. (2) shows that the
respective error resilience of FLCs and multiplexed codes
are quite close, depending on the statistical characteristics
of the source Sg.

Let us now make a similar analysis for the binary mul-
tiplexed codes. The above expression of the MSE obtained
for the high priority source Sy still applies. We will try now
to derive measures of symbol error rates (SER) and compare
the SER performances for FLCs and multiplexed codes.

The probability to decode S; = a; having emitted S =
a; is function of the length Z; of the codeword b;: Pr(St

a;/S; = a;) = (1 — p)4. The SER for the high priority
source Sy is hence given by
1-SERs, = »_ mi(l—p)" @)
a;€EA
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Let h¢e denotes the mdl of a symbol of Sg. For low bit error
rates (BER), the approximation (1—z)" = 1 —nz + O(z?)
leads to

SERs, = 1- Y m(l—pli+0(p*) ()
a;€A
= p Z pili + O(p*) = phe + O(p).
a;EA

For FLCs, the SER is given by 1 — SERf.c = (1 — p)',
which leads to the approximation SERr.c = pl + O(p?),
where [ denotes the length of the codewords. Then, it ap-
pears that

SERg,, = th SERFc. (5)

This approximation is accurate for BER lower than 0.1 (p <
0.1). Since he < I, Egn. 5 shows analytically that multi-
plexed codes provide better SER than FLCs, for BER lower
than 0.1. It also shows that better is the compression effi-
cency of the code, higher is its resiliency to bit errors. This
has also been verified experimentally on real sources (see
Fig. 1). If we consider codewords on an integer number of
bits, the Huffman code is known to lead to the lowest mdl
he. This observation together with the approximation made
in Egn. 4 (valid for small values of the bit error rate p) leads
to the following property: For small values of p, among all
the VLC codes, with codewords represented on an integer
number of bits, that can be considered as the basis of con-
struction of the multiplexed codes, the Huffman code is the
code leading to the lowest SER for Sg.

6. SIMULATION RESULTS

The multiplexed codes have been experimented with real
sources. We have considered a simple image coding system
based on a 2-stage wavelet transform followed by a simple
scalar quantizer. High subbands have been multiplexed into
low subbands. All the simulations have been performed as-
suming a BSC with varying BER. For high values of BER,
the reconstruction is better when only the lowest subband
is used for the reconstruction. Significant improvements,
both in PSNR and visual quality, can be observed in Fig. 2
when using multiplexed codes in comparison with FLCs
and Huffman codes, and this for a compression factor e-
qual to the one obtained with Huffman codes. Notice that
the noise resulting from the bit errors is of a salt and pepper
nature. Therefore, further quality improvement can be eas-
ily obtained by applying an adequate post-processing filter
(de-noising filter) on the decoded image.

7. CONCLUSION

We have introduced a new family of “multiplexed codes”,
called binary multiplexed codes and constructed from VLC-
s. Theory and simulations have evidenced very high error

FLC Huffman  multiplexed codes

S - oo - R i RE s . A /
PSNR=23.59dB PSNR=16.78 dB PSNR=25.31d

PSR =17.85dB PSNR=12.78dB PSNR=20.51 B

Fig. 2. PSNR performance and visual quality obtained re-
spectively with FLCs (3.25bpp), Huffman codes (1.36bpp)
and binary multiplexed codes (bpp = 1.36). The channel bit
error rates are 0.01 (top images) and 0.05 (bottom images).

resilience at almost no cost in terms of compression effi-
ciency. Another advantage is that they allow to make use of
simple decoding techniques. They hence appear to be excel-
lent alternatives to reversible variable length codes (which
suffer from some penalty in terms of compression efficien-
cy, while not avoiding completely error propagation) or to
classical VLCs for which robust decoding make often use
of computationally expensive estimation techniques. Soft
decoding techniques can also be applied on these codes, in
order to further reduce the residual bit error rate, however at
the expense of additional decoding complexity.
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