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ABSTRACT

In this work we propose a multihop cellular network architecture
which takes advantage of the cooperation among users to induce a
diversity gain. Mobile terminals (MT) willing to cooperate share
their data first, during a time slot reserved to MT-to-MT links, and
then, in a successive time slot, they send their data to the base
station (BS) through avirtual array of antennas, constituted by the
antennas of the cooperating users. We derive the coding strategy,
for such a virtual array, that maximizes the sum of the rates from
the MT’s to the BS, under the constraint of a given total available
power. We assume at the beginning that the channels from the MT
to the BS are perfectly known. This allows us to derive, for each
MT, a closed form expression for the optimal power allocation, as
a function of frequency. Then, we remove this assumption and we
use a first order perturbation analysis to compute the loss resulting
from imperfect channel knowledge.

1. INTRODUCTION

Cooperation diversityis not a novel idea and it constitutes a po-
tential source of diversity made possible from proper cooperation
among users in a wireless network. The basic theorems about relay
channels were first established in [3]. The cooperation diversity
idea was then suggested in a series of papers, like e.g. [7], [6], [4],
where it was also proved the potential gain resulting from allow-
ing users to share their data. In particular, in [7] it was shown how
the capacity region of a multiple access channel can be enlarged
thanks to the cooperation, whereas in [6] alternative cooperation
strategies were analyzed and it was shown under which conditions
the cooperation yields the desired diversity gain. In [6], the chan-
nel were supposed to be flat fading and users and relays sent their
data to the BS adopting a time division strategy.

In this paper, we focus our attention on the uplink channel
of a multihop cellular network, having a time-division duplex-
ing (TDD) substrate. We consider transmission over wideband,
frequency-selective channel and we optimize the use of the re-
sources from each user according to a maximum sum-rate crite-
rion, under a constraint of a given total power budget. We borrow
the main ideas about the scenario from the so called Opportunity
Driven Multiple Access (ODMA) system, which has been consid-
ered during the standardization of the third generation (3G) cellu-
lar system in Europe. In ODMA, the transmission frame is com-
posed of: i) a time slot allocated to the forward link, between the
base station (BS) and all Mobile Terminals (MT); ii) a time slot al-
located to the reverse link, from the MT to the BS; and iii) a certain
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number of time slots dedicated todirect links among MT’s. We as-
sume that the direct links occur only between neighbor MT’s and,
in particular, the attenuation is low enough to consider these links
error-free. This entails that the MT-to-MT link is established only
if the information rate between two cooperating users is lower than
the capacity of the link between them. Under such a condition, in-
voking Shannon’s channel coding theorem, we assume that there
is enough coding to guarantee a negligible error probability in the
MT-to-MT link. More than one direct link can take place at the
same time, in a given cell, provided that these links are sufficiently
far apart so that the interference between them can be neglected.
Of course, these are all assumptions which are not perfectly veri-
fied in practice. Nevertheless, these simplifications are important
to derive a closed form expression for the optimal power alloca-
tion, as we will show in the next section. These expressions will
be then used to assess the loss due to imperfect channel knowledge.

Once two or more MT’s have shared their data using the direct
link between them, in a successive time slot, they have the possi-
bility to implement other hops towards other MT’s or to send the
shared data to the BS. During the time slot allocated to the reverse
link, we do not impose any specific multiple access strategy, which
will then result as part of our global optimization procedure. We
will consider in Section 2 the case where the channel state infor-
mation (CSI) is available with no error to all users, and then we
will treat in Section 3 the more realistic scenario, where CSI is
affected by inevitable estimation errors.

2. OPTIMAL TRANSMISSION STRATEGY WITH
PERFECT CSI

Let us denote by the vectors(n) the set ofM data shared byNU

users. The channels between the MT’s and the BS are assumed to
be frequency-selective time-invariant channels, modelled as FIR
filters of maximum orderL. We assume:(a1) no detection er-
rors, so thats(n) contains only information symbols;(a2) perfect
synchronization among the cooperative users. The vectors(n)
is transmitted through theNU antennas made available from the
cooperation. We do not make any assumption about the multiple
access strategy, which will then come out as a result of our opti-
mization. We only assume a linear precoding strategy, so that the
blocks(n) to be sent to the transmit antenna of thek-th user is pre-
multiplied by a tall(N + L) ×M matrix F̄ k, with N ≥ M . To
avoid Inter-Block Interference (IBI) and simplify symbol detection
at the receiver, we append a cyclic prefix (CP) of lengthL at the
beginning of each transmitted block, by setting the firstL rows of
F̄ k equal to the lastL ones. In summary, then-th block sent by the
k-th antenna is̄xk(n) := [xk(nN), . . . , xk(nN+N+L−1)]T =
F̄ ks(n). For each information blocks(n), the available average
power isPT =

PNU
k=1 tr(Rk), whereRk is the covariance ma-
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trix of xk. We also assume, without any loss of generality, that
the information symbols in the blocks(n) are uncorrelated1, with
covariance matrixRs = σ2

sIM . At the receiver, the IBI is elim-
inated by simply discarding the firstL samples of the received
block, so that theN × 1 IBI-free receive vectory(n) can be writ-
ten as:

y(n) =
PNU

k=1HkF ks(n) + �(n)

:= HFs(n) + �(n) := Hx(n) + �(n)
(1)

whereF k is theN ×M coding matrix given by the lowerN rows
of F̄ k; Hk, thanks to the insertion of the CP, is anN ×N circu-
lant Toeplitz matrix with entriesHk(i, j) = hk((i−j) mod N),
wherehk(n) is the channel impulse response between thek-th
transmit antenna and the receiver;�(n) is white additive Gaus-
sian noise with covariance matrixRη

.
= σ2

nIN ;H := [H1, . . . ,

HNU ]; F :=
�
F T

1 , . . . ,F T
NU

�T
andx(n) := Fs(n). The max-

imum sum of the achievable rates for theNU users can be com-
puted as the maximum mutual informationI(s;y) betweens(n)

and y(n). Assuming that all channels{Hk}NU
k=1 are perfectly

known to both transmitters and receiver, the mutual information
I(s;y) is [2]:

I(s;y) =
1

N
log
���IN +HRxHHR−1

η

��� , (2)

whereRx := E{(Fs)(Fs)H} = σ2
sFFH .

The optimal coding strategy requires then the search for the ma-
trices{F k}NU

k=1 that, for a given set of channels{Hk}NU
k=1 and

under the power constraintPT = tr{σ2
sFFH}, maximizes the in-

formation rate (2). This problem is mathematically equivalent to
the problem of maximum information in a multiple-input/single-
output (MISO) channel. In [1] we have derived a closed form so-
lution for such a problem. We briefly recall the main results of [1],
which will then used in next section to derive the performance of
our system.
The basic of [1], interpreted in the context of multihop cooperating
networks, are the following.
R.1 The optimal coding strategy for each user is OFDM, with
proper power/bit allocation across the sub-carriers.
R.2 Denoting byHj(k) the value assumed by thej-th channel
transfer function over thek-th frequency bin, and by|Φj(k)|2 the
power allocated on thek-th subcarrier, from the transmit antenna
of thej-th user, the power|Φj(k)|2 is either null or equal to

|Φj(k)|2 =
|Hj(k)|2PNU

j=1 |Hj(k)|2
 
K − σ2

n/σ2
sPNU

j=1 |Hj(k)|2
!+

, (3)

for k ∈ Iu, j ∈ [1, NU ], where the set of indicesIu and the con-
stantK are such that the average power constraint is satisfied [1],
i.e. tr{Rx} = σ2

s

PNU
j=1

P
k∈Iu |Φj(k)|2 = PT.

R.3 If one antenna, let us say the antenna of thej-th user, does
not allocate any power over thek-th sub-carrier, and all chan-
nels are not null atzk = ej2πk/N , then the antennas of all other
users do not put any power over thek-th sub-carrier. This im-
plies that, except for the cases of channels having zeros exactly at
zk = ej2πk/N , with k integer, all the antennas transmit over the

1Any correlation ofs(n) could in fact be taken into account by includ-
ing a proper whitening matrix inF k.

same portion of the available spectrum.
R.4 Since (3) gives indications only about the square modulus of
Φj(k), we have complete freedom to choose the phase ofΦj(k).
We exploit this possibility by choosing,∀k ∈ Iu,

Φj(k) =
H∗

j (k)qPNU
j=1 |Hj(k)|2

vuut K − σ2
n/σ2

sPNU
j=1 |Hj(k)|2

!+

. (4)

In this way, the receivedk-th symbol, fork ∈ Iu, in then-th block
is 2

yk(n) =

NUX
j=1

Hj(k)Φj(k)sk(n) (5)

≈
vuutK NUX

j=1

|Hj(k)|2 − σ2
n

σ2
s

sk(n). (6)

Therefore, the signal-to-noise ratio (SNR) at the receiver, on the
k-th sub-carrier is

SNR(k) =
KPNU

j=1 |Hj(k)|2σ2
s − σ2

n

σ2
n

≈ K
NUX
j=1

|Hj(k)|2 σ2
s

σ2
n

.

This shows that, within the limit of validity of the last approxima-
tion, i.e. when the noise is negligible with respect to the sum of
the square moduli,the system maximizing mutual information is
equivalent to a maximal ratio combining scheme, at least for the
sub-carriers effectively used by the system. Besides being a gen-
eralization of the water-filling formula known for the SISO case,
which is a particular case of (3) forNU = 1, (3) has an interesting
physical interpretation, as detailed in the following remarks.
Remark 1. If we exclude the limiting case where the channels
have zeros exactly over the set of complex points{zk := ej2πk/N ;
k = 0, 1, . . . , N − 1}, the criterion for allocating a nonnull power
over thek-th sub-carrier depends on thesumof the square moduli
of all the channel transfer functions. If a subcarrier is discarded for
one channel, it is discarded for all the channels. This means that
all users transmit over the same portion of the spectrum. In other
words, with respect to the absence of cooperation, it is less likely
that a sub-carrier is not used because, to discard a sub-carrier it is
necessary that the channels of all (most of the) users have a high
attenuation over that sub-carrier. The only exception to the above
statement is represented by the case where some antenna has a zero
exactly in the set{zk := exp j2πk/N, k = 0, 1, . . . , N − 1}. In
such a case, the other antennas are allowed to allocate power over
thek-th sub-carrier.
Remark 2. If a nonnull power is allocated over thek-th sub-
carrier, each antenna uses a portion of such a power equal to its
relative weight, quantified by the ratio|Hj(k)|2/PNU

j=1 |Hj(k)|2.
Remark 3. Equation (4) shows that the amplitude distribution
across thevirtual transmit array performs a beamforming, which is
generally different for each sub-carrier, whose amplitude tapering
depends on the SNR and on the global available power. Asymp-
totically, for NU going to infinity, assuming that the channels be-
tween each transmit antenna and the receiver are realizations of
a set of independent ergodic processes and that the coefficients

2The second line of (6) is an approximation of the first line, valid when
all the arguments of the square root in (4) are strictly positive.
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of each channelhj(k) are also the outcomes of independent ran-
dom variables, the summations

PNU
j=1 |Hj(k)|2 tend to a value

independent ofk. Hence, asymptotically, the maximum mutual
information distribution tends to a classical beamforming, with
Φj(k) = cH∗

j (k), wherec is a constant dictated only by the avail-
able average power.

3. DIVERSITY LOSS DUE TO IMPERFECT CSI

In practice, there is an inevitable error in the channels’ estimate.
Let us denote bŷHj(k) the estimated channel gain over thek-th
frequency bin of thej-th link and byεj(k) := Ĥj(k)−Hj(k) the
resulting error. SubstitutingHj(k) with Ĥj(k) in (4) we obtain an
erroneous power distribution, which we denote byΦ̂j(k). We wish
to assess now the impact of such errors on the system performance.
SubstitutingΦj(k) with Φ̂j(k) in (6), and adopting a first order
Taylor’s series expansion, as a function of the errorsεj(k), we can
approximate the received symbol, over thek-th sub-channel, as

ŷk(n) ≈
vuutK NUX

j=1

|Hj(k)|2 − σ2
n

σ2
s

sk(n)

−
s
K − σ2

n/σ2
sPNU

j=1 |Hj(k)|2

PNU
j=1 H∗

j (k)εj(k)qPNU
j=1 |Hj(k)|2

sk(n)

+ wk(n), (7)

wherewk(n) indicates the additive noise over thek-th sub-carrier.
The second term on the right-hand side represents the interfer-
ence induced by the channel error. Even though this disturbance
is symbol-dependent, its multiplication by the error termsεj(k),
which are uncorrelated from the symbols, gives rise to an interfer-
ence term uncorrelated (although not independent) from the sym-
bols. We can define the Signal-to Interference plus Noise ratio
(SINR) at the receiver, on thek-th sub-carrier, as the ratio between
the power of the first term on the right-hand side of (7) and the sum
of the power of the other two contributions. Using (7), the result is

SNIR(k) =
KPNU

j=1 |Hj(k)|2σ2
s − σ2

n�
K − σ2

n

σ2
s

PNU
j=1 |Hj(k)|2

�
σ2

eσ2
s + σ2

n

. (8)

Equation (8) is interesting because it shows that at high SNR, i.e.
when the ratioσ2

n/σ2
s can be neglected, the SNIR has a floor,

which represents the signal-to-interference ratio (SIR), equal to

SIR(k) ≈
PNU

j=1 |Hj(k)|2
σ2

e

. (9)

Conversely, when the channel estimation error is negligible, i.e.
when we can considerσe = 0 in (8), we have a signal-to-noise
ratio (SNR) equal to

SNR(k) ≈ KPNU
j=1 |Hj(k)|2

σ2
n

− 1. (10)

Both equations (9) and (10) show that, at least for low estimation
errors, where the first order perturbation analysis is valid, transmit-
ting with NU antennas provides a diversity gain ofNU over both
the SNR and the SIR.

Finally, it is interesting to check the performance in terms of
average BER. We have assumed, for simplicity, a fixed constella-
tion, namely a QPSK constellation, even though this is clearly not
the optimal choice, in terms of information rate. In the absence
of channel estimation errors, i.e. whenσ2

e = 0, the BER corre-
sponding to a given channel realization and averaged on the used
sub-carriers is

BER(h1, . . . ,hNU ) =
1

|Iu|
X

k∈Iu

BERk(h1, . . . ,hNU ),

(11)
whereBERk(h1, . . . ,hNU ) = 2pe(k) − p2

e(k), with pe(k) =

0.5 erfc
�p

0.5SNIR(k)
�

, SNIR(k) is given by (8) forσ2
e =

0 and|Iu| denotes the cardinality of the setIu. In the presence of
channel estimation errors, we can still use (11) with the SNIR as
defined in (8), but only as a first order approximation, because of
the approximations made to derive (8) and also because the inter-
ference term is not independent of the symbols. Furthermore, us-
ing (8) within (11) is equivalent to consider the interference term,
which should act as a bias, like an additive Gaussian noise. There-
fore, (11) should only be taken as an approximate expression for
the BER. Nevertheless, we will show in the next section that such
an approximation provides a good fit with the simulation results.

4. NUMERICAL RESULTS

4.1. Diversity gain

We report in Figs. 1 and 2 the behavior of the BER, averaged over
1, 000 independent channel realizations. The channel are simu-
lated as FIR filters of orderL = 5, with taps generated as i.i.d.
zero-mean complex Gaussian random variables, with unit vari-
ance. We have computed the BER by simulation, incorporating
the errors in the channel knowledge. We have supposed to have an
estimate of the channel impulse responseĥk(n) = hk(n)+δk(n),
where the errorsδk(n) are i.i.d. zero mean, Gaussian complex ran-
dom variables, with varianceσ2

δ . The channel transfer functions
Ĥk(l) are then computed by taking theN -point FFT of ĥk(n).
The result is a set of valueŝHk(l) = Hk(l) + εk(l), where the
random variablesεk(l) are i.i.d. complex Gaussian random vari-
ables with zero mean and varianceσ2

e = (L + 1)σ2
δ . In particular,

in Fig. 1, we report the average BER vs. the ratioσ2
s/σ2

n, for dif-
ferent values of the error-to-signal ratio, defined asσ2

e/σ2
s . The

number of cooperating users isNU = 4 and the error-to-signal
ratio is equal to−20,−10, or−5 dB. Solid lines refer to the theo-
retical formula (11), whereas the dotted line refers to simulations.
We can see that, in spite of the approximations, the theoretical
curve is able to predict the simulated values very closely. In par-
ticular, the theoretical curve is able to predict the floor induced by
the channel errors.

To evaluate the effect of increasing the number of cooperating
users, in Fig.2, we report the average BER, again as a function
of σ2

s/σ2
n, settingσ2

e/σ2
s equal to−10 dB, and usingNU = 1, 2,

and4 users. We can clearly see the gain resulting from cooperation
among the users, also in the presence of channels’ estimate errors.

4.2. Rate gain

If the BS has only one antenna, the cooperative system can give an
advantage only in terms of diversity, but not in terms of rate. How-
ever, if the BS has, let us say,NR receive antennas, if the number
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of users isNU , perfect cooperation would induce avirtual MIMO
channel. If the channels can be supposed to be independent, there
is a potential increase of capacity, using the same arguments estab-
lished, for example, in [5] for MIMO wireless systems. Clearly,
the situation in our case is much more complicated because we
have assumed frequency selective channels and we need perfect
synchronization among the users. As a numerical result, we re-
port in Fig. 3 the maximum sum-rate, expressed in bits/symbol,
obtained averaging over2, 000 independent channel realizations,
as a function of the number of cooperating users. The two curves
refer to the case of1 receive antenna (’∗’), 4 receive antennas (’o’)
andNU = 1, 2, 3, 4. The channel is frequency selective with or-
derL = 4 and CSI is available with no error to all users. We can
clearly observe the rate increase due to perfect cooperation among
the users.

5. CONCLUSION

In summary, cooperation among users at the physical layer level
can yield a considerable gain both in terms of diversity and ca-
pacity. In this paper, we have considered a simple case where the
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Fig. 3. Average Maximum Sum-Rate (bit/symbol) vs. the number
of cooperating users

exchange of data among users occurs without errors. Furthermore,
different users are perfectly synchronous. This simplification al-
lowed us to derive a closed form expression for the optimal coding
and for the performance loss resulting from imperfect knowledge
of the channel. The formulas are interesting because they have a
clear physical justification. In particular, we showed that optimal
joint coding leads to a combined beamforming/water-filling tech-
nique. We are currently investigating the effect of interferences
and decision errors in the links between cooperating users.
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