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ABSTRACT severely complicates the equalizer development approaches, since
. consistent estimation of the needed signal statistics can not be

For Iong. che DS'CDMA systems, where the spreading codes , piayeq by time-averaging over the received data record. In con-
are aperiodic and e>§tend|ng over a large n_umbe_r of data SymbOIS*[rast, forshort code CDMA systerwhere the spreading codes re-
chip-rate sampled S|gn_als and MUlS (multiuser |nterfere_nces) ar_epeat every information symbol, time-invariant MIMO models al-
generally m°d?'e‘?' as tlme-\_/a_lrylng v_ector Processes. This Cor.npl"low consistent estimation of the needed signal statistics. For this
cates the application of traditional blind multiuser detectors, since reason, the study for multiuser detectors has largely been limited
consistent estimation of the needed signal statistics can not be obz shori code DS-CDMA systems. More recently, it has been ex-
tained by time-avera_ging over repeive_d data record. In this Ioaloer'panded to systems with spreading codes whose period may span
We propose an eql_uvalent time-invariant system model for long multiple symbols [6]. Systems with these “semi-long” codes can
code CDMA, in Wh'Ch the received §|gnals ano! ML.JIS are mod- iy he modeled as cyclostationary processes with period equals to
eled as cyclostationary processes with modulation introduced Cy'multiple symbol periods. But this approach does not work for long
clostationarity. Based on knowledge of the desired user’s COdecode CDMA systems where the spreading code is aperiodic
sequences, channel estimation is carried out using a frequency do- In this paper, we consider blind channel estimation for long-

main subspace method. code CDMA systems. Under the assumption that channels remain
stationary over each time slot, a time-variant model can be ob-
1. INTRODUCTION tained from scrambling. The underlying channel of a long code

CDMA system can actually be modeled as a time-invariant MIMO
In DS-CDMA systems, each user is assigned a special signaturesystem. Motivated by this observation, we first describe an equiva-
sequence or spreading code. If the spreading codes are periodigent time-invariant model for long code CDMA systems. Secondly,
and repeat every information symbol, the system is cadleait this effort allows us to model the received signals and MUIs as cy-
code CDMA systemOn the other hand, if the spreading codes clostationary processes with modulation induced cyclostationarity,
are aperiodic and extending over a large segment of the symbolthus providing a platform for development of blind channel estima-

sequence, the system is knownlasg code CDMA systein lit- tion and equalization approaches for long code CDMA signal de-
erature. More recently, systems using periodic spreading sequenceection and separation. Finally, by applying periodic non-constant
which may span multiple symbols were proposedsasni-long- modulus precoding techniques (with the spreading code sequences
code” CDMA systems serve as the precoding sequences in this case), multiuser detection

is made possible without excess bandwidth requirement.

u,(n) ing or 7, (m) ) s;(n) <) ,L

T | chamlasion s T [seppiagl] 07 [0 2. SYSTEM MODEL
Fig. 1. Block Diagram of a long code DS-CDMA System Consider a DS-CDMA system with/ users (/ transmit anten-

nas) andK receive antennas, as shown in Fig. 2. Assume the pro-
cessing gain iV, that is, there arév chips per symbol. Let,; (k)
In the current commercial WCDMA systems, each user’s sig- U = 1~ -, M) denote User j$:th symbol. Assume that the code

nal is first spread using a code sequence spanning over just on§€duence extends over symbols, in this paper, without loss of
symbol or multiple symbols. The spread signal is then further 9€nerality, we choosg. = 2, the results can be extended directly
scrambled using a long-periodicity pseudo-random sequence (ad the cases where. > 2. Letc; = [Cj(o)a_?j(l)a (N =
shown in Fig.1). In Fig.1, after scrambling at chip level, the chip- 1):¢(N), -+, ¢;(2N — 1)] denotes User j's spreading code se-
rate sampled signal and MUIs are generally modeled as time-varyingHence- For notations use_d for each individual user, pleasg refer to
vector processes. This is equivalent to the use of an aperiodic19- 1. Whenk is an even integer, the spread signal (at chip rate)
(long) coding sequence aslimng code CDMA systenThe time- with respect tau; (k) andu; (k + 1) is

varying nature of the received signal model in the long code case

This paper is supported in part by MSU IRGP and NSF grants CCR- = [u;(k)c;(0), -+ ,ui(k)e; (N —1),
0196364 and ECS-0121469. uj(k+ 1)c;(N), -+ uj(k+ 1)c; (2N — 1)].
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where
2 3
Userl u,(k) / \/\ »(n) ggl)(l) gél)(l) .. gg\?(l)
T a8 90 g0 g0 .
User2 uz(k) Y, (1) ( )= ©

User M uM(k)v—T \/\‘ / T—* (1) andw(n) = [wi(n), w2(n),- "wK(n)]T-

In the following section, channels are estimated based on the
) . L ) ) _desired user’s code sequence and the following assumptions:
Fig. 2. A wireless communications system with multiple transmit )
and receive antennas (A1) The multiuser sequencesi;(k)}}., are zero mean, mu-
tually independent and i.i.d. TakB{|u;(k)|*} = 1 by
absorbing any non-identity variancewf(k) into the chan-
nel.

The successive scrambling process is achieved b
! V ngp I Db (A2) The scrambling sequencéd, (k)}}Z, are mutually inde-

[s5(kN), -+, 55 ((k + 1)N + N —1)] pendent i.i.d. BPSK sequences, independent of the infor-
= [rj(kN), -, ri((k+ )N + N = D] % [d; (kN), - -, mation sequences.
dj(kN + N —1),d;((k+ 1)N),--- ,d; ((k+2)N —1)] (1 o o )
2 .) J(F ) .) 0 i ) T (A3) The noise is zero mean Gaussian, independent of the infor-
where “.*” stands for point-wise multiplication, ang; (kN), d; (kN + mation sequences, with{w(k + [)w" (k)} = o2 1x6(l)
1),---,d; (kN + N — 1)] denotes the chip rate scrambllng sequence ’ v

with respect to symbak; (k). Define wherel i is the K x K identity matrix.

o ol o DN+ -] 3. BLIND CHANNEL IDENTIFICATION BASED ON
N vty e ik + N + v — 1), MODULATION-INDUCED CYCLOSTATIONARITY
we get From the previous section, it can be seen that the scrambled se-
[s;(EN), s;(kN +1),--- ,s;((k+1)N + N —1)] quences; (n) is obtained by multiplying the individual stream(n)

_ ’ . ‘ by a periodic precoding sequencgn) (see (3)), where;(n) is
= [y (N), (kN +1), -+, 0;((k + YN + N — 1) User j's channelization code. In this section, it will be seen that by
*[c;(0),¢i (1), , (2N = 1)]. 2) applying periodic non-constant modulus precoding in the trans-

If we regard the chip rate; (n) as the input signal of User j, then mitter, the cyclostationarity induced by precoding enables channel

s;(n) is the precoded transmit signal corresponding tojthaiser  identification of each individual channg}” (1) from jth user to
and pth antennap = 1,2,--- ,K andj = 1,2,--- , M. Precoding
) sequences need to be distinct for each transmit antenna, and they
sj(n) =vj(n)e;(n), ne€Z j=12---M. ®3) are chosen in such a way that for a given cycle, all but one antennas

Obviously,c;(n) = ¢;(n+ 2N) is a periodic precoding sequence ~are nulled out. It is therefore possible to identify each individual
with period 2N. We note that this form of periodic precoding channel based on the cyclostationary statistics.

has been suggested by Serpedin and Giannakis in [1] to intro- ~ Consider theK' x K auto-correlation matrix

duce cyclostationarity in the transmit signal, thereby making blind

A H
channel identification based on second-order statistics in symbol- Ry(n, k) = E{y(n)y” (n — k)}
rate sampled single carrier system possible. More general idea D i Heonl
of transmitter-induced cyclostationarity has been suggested previ- = E{ H()[s(n—1)s” (n—k—m)]"H" (m)}
ously in [2, 3]. In [4], non-constant precoding technique has been 1=0 m=0
applied to blind channel identification and equalization in OFDM- +R, (k)
based multiantenna systems. A 2
Based on Fig. 1 and Fig. 2, the received chip-rate signal atthe ~ — Ry. (n, k) + onlxcd(k). @
pthantennag = 1,2, --- , K) can be expressed as Consider
XK A
wm =" gV Osm-D+wm). @ Ry(n.k) = Bls(n)s” (n— k) 2
j=11=0 = diag|c1(n)[0(k), - -+, [em(n)["0(K)], (8)
wherew,(n) is thepth antenna additive white noise. Lstn) = it follows thatR.. (n. k) is periodic with respect ta
[s1(n),s2(n),--- ,sm(n)]” be the precoded signal vector. Col- <(n,k)isp P
lect the samples at each receiver antenna and stack them into a Rs(n, k) = Rs(n + 2N, k)
K x 1 vector, we get the followingime-invariantMIMO system
model (whereN is the processing gain) sineg(n) = ¢;(n + 2N) for
B j=1,2,---, M. Note thatRs(n, k) = 0 for anyk # 0, define
y(n) = [p1(n), y2(n), -, yx(m)]" = HOs(n—)+w(n),  Rq(n) = Rq(n,0), then

=0

(5) R:(n) = Rs(n+2N), 9)
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and its Fourier series coeffient matrice are therefore given by In fact, suppose that for a given cyele = m;, m; # 0, the
codes are designed such thaf(m;) # 0 andc,, (m;) = 0 for

281 s all k # j, then
C(k) = Ri(n)e ¥ k=0,1,---,N—1. (10) )
ne Sy(mj,2) = H(ze' ¥ ) diag(0, -+ , s, (my). - O}[H ()"
From (7)-(9), it follows that N (15)
Definee; = 3 and
B .
Ry(n,k) = H(DR.(n — )H" (I — k) + Ru (k) VN S
1=0 GV ()= g2, (16)
2 Ry, (n,k) + Ru(k) (11) =

it follows that

andRy(n, k) is also periodic im S, (my, 2) = cs. (my)
Y 79 — 785 J

. _ 3
R, (n, k) = Ry(n + 2N, k). (12) § G (e NG (E) e Gl (e )G (£
: : a7
The Fourier series coefficient matrices {dR,(n, k)} for a (K, a1 ve (K)( iasya(K) 1 e
fixed k are then given by GGG G (=G G
o — whereC . " [Ggp)(ﬁ%ﬂf' | entries of both sides, it fol
C,(m, k) = R,. (n, k)e "N 4 Rou(k) - 6(m), In (17), considering the diagonal entries of both sides, it fol-
o lows that
(1 1 *
L P l Sy (1. 2) () = €5, (my) G (ze )G ()", (18)
form = 0,1,--- ,2N — 1. Let H(z) = H(l)z~" be the
N =0 L1 wherej = 1,--- ,M,p = 1,---, K. Change variables «
Z-transform of the channel coefficient matri¢#i(l)},—,", the ei% 2, 2 <5 =129 /2% in (18), we get
Z-transform ofC,, (m, k) w.rt. k is ‘
> Sy, 7 % 2) () = cy ()G (EP (N (19)
Sy(m,z) = C,(m, k)z~F ioe e
J J .
k=—o00 S, (mj, 7)(;),;,) = c:j (mi)[Gg'p)(eT)]*G;p)(67120‘-7'2).
> K " R (20)
= HORs(n—)H" (I —k)e "~ 2z~ It then follows that
k=—0o n=0 I=0 . . Civas i
+Su(2)5(m) Sy(my e 2 €3, (my) G (7 202) 270
jmm 1 X e 129y —(L—
= H(ze"¥)Co(m)[H ()] + Su(2)6(m) (13) = Sy(my, —— ) ¢, (mg) G () ==Y, (21)
where wherez~(*~1) was introduced to ensure the polynomials on both
C sides causal.
) 2K g _jmmn Since the multiplication of two polynomials is essentially the
Cs(m) = diag ler(n)]"e R convolution of two coefficient sequences, and convolution can be
n=0 D) represented in matr'P_:,form using Toeplitz matrix. For an arbitrary
K R polynomial A(z) = = 2" a(i)z~", and an integeB > 0, we
N
_ lea(m)le associate withd (=) the (B+ L. ) x (£ 1) Toeplitz matrixZ, (£)
=0 with the first column aga(0), a(1), a(Lqs — 1),0,- -+, 0]" and the
= diag{cs, (m), csy(m), -+ ,csp, (M)} first row as[a(0),0,--- ,0].
Let 7,, (L — 1) and 7, (L — 1) denote the(3L — 2) x L
Clearly, whenm # 0, the noise effect disappears and Toeplitz matrix associated with tt¥ L. — 1)th-order polynomials
s 1w Cs; (mj)z,_.(j_.l)s”(mﬂ" e 2) (p ) ANdes, (my)z~ E7 V%
Sy(m, z) = H(ze" N )Cs(m)[H( )] (14) S5 (mj, “—=) (. respectively. Define
2 3
Similar to [1], the basic idea of this channel estimation algo- 1 .
rithm is to design precoding code sequengegn)}2¥ot (j = e
1,2,---, M) such that for a given cycler = my, cs; (m;) # 0 D, (E) = . )
ande,, (m;) = Oforall k # j. Thatis, all but one entry i€, (m) 90 8
are zero. Choose a different cyate; for each user(obviously, e~
we need2N > M), blind identification of each individual chan- ) ) ) o
nel can then be achieved by applying the subspace method in fre2nd letg;” = [g;"(0),---,g;" (L — 1)] denote the coefficient
guency domain[1]. vector ongp)(z), actuallyg§p) is the channel impulse response
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from user; to thepth receive antenna. Lg&’}) be the coefficient
vector ofG;.”’ (e72% z), then

g?) =D, (L -1)gl". (22)
From (21) it follows that
T, (L—1)gd) = T, (L - 1)gi?. (23)

Combine (22) and (23), we have

(Tey (L=1)Da, (L=1) =T, (L-1))g” 2 T, (L-1)g{” = 0.
(24)

From (24), it can be seen thgf”’ is uniquely identifiable if the

null space of7,, (L — 1) is of rank one, i.e.

dim{ Null(Ta, (L — 1))} = 1.

In[1], it was shown that difiNull (7., (L —1))} = lifand only
if
el 21 for1=1,---,L—1. (25)

It was also pointed out that a necessary conditiorofpto satisfy
(25) is the period of the code sequernrgén) is greater or equal to
the channel length. In our case, the period§, thus2N > L is
a necessary condition for channel identifiability. Under this condi-
tion, choosey; = 75 /N with ged(j, N) = 1, then condition (25)
is fulfilled.

Similarly, if equation (18) holds for two-cycles, , m, (j1 #
Jj2), then we have

Sy(mjy, 2) (p.p) _ Gy (mjl),GE.p)(zemh)

Sy(Msas 2wy ey, (mjy)GP (z67%92)

(26)

In this caseg§.”) is uniquely identifiable if and only (%1 ~%J2) £

1fori=1,---,L—1.

After the channel estimation, equalization/desired user extrac-

tion can be carried out using a MMSE cyclic Wiener filter. There-

fore, periodic non-constant-modulus precoding makes multiuser

detection possible without excess bandwidth requirement.

4. SIMULATION EXAMPLE

We consider the case of two users (i.e. two transmit antennas)
and two receive antennas. Each user transmit QPSK signals with

a processing gain aV = 8, The channelization code sequences
spread over two symbols, chosen to be

c1 = [0.6935,0.4449,0.6247,0.4273,0.5549, 0.2370, 0.47490.2021,
0.3671,0.2021, 0.4749, 0.2370, 0.5549, 0.4273, 0.6247, 0.4449]
[0.6828,0.4558, 0.2234, 0.4495, 0.6051, 0.4989, 0.34590.4932,

0.5159,0.4932, 0.3459, 0.4989, 0.6051, 0.4495, 0.2234, 0.4558]

C2 =

The multipath channels have 3 rays, the multipath amplitudes
are Gaussian with zero mean and identical variance, the tranmis-

sion delays uniformly spread over 4 chip intervals, a4 is the
raised-cosine pulse with roll-off factgtr = 0.22. That is,

aP W)= aPk)p(t — )
k=0

27)

wherej = 1,2 andp = 1, 2. Complex zero mean white Gaussian

noise was added to the received signals. Assumed that User 1 is the

-6 T T T

- —-  blocksize=256
blocksize=512 |

N 4

MSE in dB
|

8
SNRin dB

Fig. 3. Normalized MSE of channel estimation versus SNR

desired user. The normalized mean-square-error (MSE)of channel
estimates for the desired user is defines as

12X g

i=1 p=1

e

where stands for the number of Monto Carlo runs. And SNR
refers to the signal-to-noise ratio with respect to the desired user
and is chosen to be the same at both receivers. The result is av-
eraged ovef = 100 Monto Carlo runs, the channel is randomly
generated in each run and the system is simulated for a block size
(i.e. the number of symbols users per run) of 256 and 512 respec-
tively.
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